University of Wisconsin Milwaukee

UWM Digital Commons

Theses and Dissertations

December 2013

Structure and Function of Proteins Investigated By

Crystallographic and Spectroscopic Time-
Resolved Methods

Namrta Purwar
University of Wisconsin-Milwaukee

Follow this and additional works at: https://dc.uwm.edu/etd
0 Part of the Biophysics Commons, and the Physics Commons

Recommended Citation

Purwar, Namrta, "Structure and Function of Proteins Investigated By Crystallographic and Spectroscopic Time-Resolved Methods"
(2013). Theses and Dissertations. 372.
https://dc.uwm.edu/etd/372

This Dissertation is brought to you for free and open access by UWM Digital Commons. It has been accepted for inclusion in Theses and Dissertations

by an authorized administrator of UWM Digital Commons. For more information, please contact open-access@uwm.edu.

www.manharaa.com



https://dc.uwm.edu/?utm_source=dc.uwm.edu%2Fetd%2F372&utm_medium=PDF&utm_campaign=PDFCoverPages
https://dc.uwm.edu/etd?utm_source=dc.uwm.edu%2Fetd%2F372&utm_medium=PDF&utm_campaign=PDFCoverPages
https://dc.uwm.edu/etd?utm_source=dc.uwm.edu%2Fetd%2F372&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/4?utm_source=dc.uwm.edu%2Fetd%2F372&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/193?utm_source=dc.uwm.edu%2Fetd%2F372&utm_medium=PDF&utm_campaign=PDFCoverPages
https://dc.uwm.edu/etd/372?utm_source=dc.uwm.edu%2Fetd%2F372&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:open-access@uwm.edu

STRUCTURE AND FUNCTION OF PROTEINS
INVESTIGATED BY CRYSTALLOGRAPHIC AND
SPECTROSCOPIC TIME-RESOLVED METHODS

by

Namrta Purwar

A Dissertation Submitted in
Partial Fulfillment of the

Requirements for the Degree of

Doctor of Philosophy

in Physics

at

The University of Wisconsin-Milwaukee

December 2013

www.manharaa.com



ABSTRACT

STRUCTURE AND FUNCTION OF PROTEINS
INVESTIGATED BY CRYSTALLOGRAPHIC AND
SPECTROSCOPIC TIME-RESOLVED METHODS

by

Namrta Purwar

The University of Wisconsin-Milwaukee, 2013
Under the Supervision of Dr. Marius Schmidt

Biomolecules play an essential role in performing mecessary functions for life.
The goal of this thesis is to contribute to an ustdding of how biological systems
work on the molecular level. We used two biologisgétems, beef liver catalase (BLC)
and photoactive yellow protein (PYP). BLC is a niefaotein that protects living cells
from the harmful effects of reactive oxygen spedigsconverting HO, into water and
oxygen. By binding nitric oxide (NO) to the cataas complex was generated that
mimics the Cat-KO, adduct, a crucial intermediate in the reactionmpted by the
catalase. The Cat-NO complex is obtained by usiogrewenient NO generator (1-(N,N-
diethylamino)diazen-1-ium-1,2-diolate). Concentrai up to 100~200 mM are reached
by using a specially designed glass cavity. Witls tjlass apparatus and DEANO,
sufficient NO occupation is achieved and structiegermination of the catalase with NO

bound to the heme iron becomes possible. Structirahges upon NO binding are
i
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minute. NO has a slightly bent geometry with respe¢he heme normal, which results
in a substantial overlap of the NO orbitals witke tinon-porphyrin molecular orbitals.
From the structure of the iron-NO complex, conausi on the electronic properties of
the heme iron can be drawn that ultimately leadrtansight into the catalytic properties

of this enzyme.

Enzyme kinetics is affected by additional paranseserch as temperature and pH.
Additionally, in crystallography, the absorbed Xfrdose may impair protein function.
To address the effect of these parameters, we rpeetb time-resolved crystallographic
experiments on a model system, PYP. By collectingtipie time-series on PYP at
increasing X-ray dose levels, we determined a ldrgiise limit up to which kinetically
meaningful X-ray data sets can be collected. Fiois) tve conclude that comprehensive
time-series spanning up to 12 orders of magnitndarie can be collected from a single
PYP crystal. Time-resolved X-ray data collectegldts of 4, 7 and 9 demonstrate that
pH alters the kinetics of the PYP photocycle dracadly. At pH 4 the photocycle lasts
almost one order of magnitude longer in time corgdo pH 7. The final intermediate
that accumulates at both pH 7 and pH 4 is absquitt&. Results from the dose- and the
pH-dependent time-resolved crystallographic expenits show that it is imperative to
carefully control the conditions under which timesolved data are collected. With these
considerations we collected a comprehensive timessé&om nanoseconds to seconds at
14 different temperature settings from -40 °C to @ Results from time-resolved
crystallography are corroborated by employing tm@sslved absorption spectroscopy.

For this, absorption spectra on crystals and swiutire collected by a fast micro-
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spectrophotometer custom-designed in our lab. Veéatity kinetic phases of the PYP
photocycle at all 14 temperature settings. Relakatimes associated with these phases
are temperature-dependent and can be fit by the&t YAaff-Arrhenius equation. Kinetic
modeling yields entropy and enthalpy values athiweiers of the activation solely from
the time-resolved crystallographic data. With thig, advance crystallography to a new

frontier: the determination of free energy surfaces

Investigating enzymatic reactions can be challemginecause they are non-
cyclic. After one turnover product must be washedyand substrate must be reloaded.
A promising approach for routine application canebeisioned at the new'4eneration
X-ray sources, such as X-ray free electron las€FEE(s). With our results we set the
scene to comprehensively investigate all kinds otymatic reactions with these

instruments.
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1 Introduction

Proteins and nucleic acids are the most importamndlecules synthesized by living
organisms. They are involved in different types bablogical functions (Garrett &
Grisham, 2009). For example, Deoxyribonucleic adqiBd®NA) and ribonucleic acids
(Adams & Tsien, 1993) store and transmit esseheakditary information. Proteins are
the building blocks of life and perpetuate almdsttee necessary functions in a living
organism. Protein folds into a unique structureckhiletermines its function. Different
types of proteins play various and distinct roBsr{ et al, 2001). For example, proteins
like elastin, collagen and keratin provide struatigupport. Contractile proteins such as
actin and myosin are involved in motion. Hemoglebiound in red blood cells, is
responsible for oxygen transport from the lungstite body tissues. Antibodies are
produced by the immune system when harmful substasuch as bacteria and viruses
are detected. Enzymes or bio-catalysts are the impstrtant proteins. They are capable
of catalyzing almost all the chemical reactionsessary for living beings (Cornish-

Bowden, 2012).

1.1 Enzymes. structure and function
Enzymes are very specific and highly efficient. Yloatalyze particular reactions in a
well-defined manner (Koshland, 1958). Malfunctionls enzymes may cause various
types of disorders or diseases (Griffiths A.J.F999Copeland, 2000). If suitable drugs
can be designed and developed, these disease® @amdal. Drug designing is possible
only if the enzymes responsible for that particdesease are well understood. Enzymes

are complex molecules and their specificity origgnlrom their precise interaction with
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their substrate (Koshland, 1958). This precisionaisresult of the unique three
dimensional structure of an enzyme. To get a deiegéght into the structural-functional
relationship, it is crucial to determine the atorsitucture of an enzyme. For three
dimensional structure determinations, X-ray crystabphy is the most widely used

technique.

1.2 Short history of crystallography

In 1912, Max Von Laue discovered that X-rays canliffeacted by crystals (Von Laust
al., 1913). With Bragg’s contribution, father and sonystallography became a feasible
technique for structure determination (Bragg, 19TRg first structure solved was that of
simple inorganic salt (Bragg, 1913). In 1923, dines of a few important organic
compounds such as hexamethylenetetramine werendeést (Dickinson & Raymond,
1923). Several efforts were made to crystallizeyeres. Urease (EC 3.5.1.5) was the
first enzyme to be successfully crystallized (Sumid®26). Nevertheless, it took more
than 40 years from the first inorganic crystal stuwe to the first protein structure, sperm
whale myoglobin (Kendrevet al, 1958). In 1963, the atomic structure of hemoglopbi
which is four times larger than myoglobin, was solv(Muirhead & Perutz, 1963).
Structures of these proteins provide an insightoakow respiratory systems work. In
1965, the first structure enzyme, lysozyme was inbth (Blake et al, 1965).
Crystallography reached another level in 1984 witenstructure of the first membrane
protein, photosynthetic reaction center fr&@hodopseudomonas viridiwas determined
(Deisenhoferet al, 1984). The structure of the most important rotaglecular machine

named as fATP-ase frombovine heart mitochondriavas solved (Abrahamst al,
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1994). Ribosome is one of the largest asymmetmeptexes whose structure was solved
in 2000 (Wimberlyet al, 2000, Baret al, 2000, Schluenzeet al, 2000). Soon after, the
first structure of mammalian G-protein-coupled pgoe (GPCR), frombovine rhodopsin
was determined (Palczewsd al, 2000).

Table 1.1 Nobel prizes in the field of X-ray crystallograpiNot a complete list).

Year Field Name Achievements

1914 | Physics Max Von Laue Diffraction of X-rays by crystals
Usage of X-rays for structure
determination

1946 | Chemistry| J.B. Sumner Crystallization of first enzyme
Three dimensional structures of
globular proteins

J. Deisenhofer, R. Huber & H. Atomic structure of the first

1915 | Physics W. H. Bragg & W. L. Bragg

1962 Chemistry | J. C. Kendrew & M. Perutz

1988 | Chemistry

Michel membrane protein
. P. D. Boyer, J. E. Walker & J. C.| Structure and function of first
1997 | Chemistry Skou molecular machine (ATP-synthase)
. V. Ramakrishnan, T. A. Steitz & | High resolution three dimensiona
2009 | Chemistry A. E. Yonath structure of ribosome

Structure of first G-protein-

2012 | Chemistry| R.J. Lefkowitz & B. K. Kobilka coupled receptor (GPCR)

In the 1980’s, time-resolved methods were introdute the field of crystallography
(Moffat, 1989). The technique is based on the Lawethod which was originally
discovered by Laue back in 1912, however employeMobffat and coworkers 70 years
later. Structural changes were investigated fderbht type of protein complexes such as
Ha-Ras p2l1 during GTP hydrolysis (Schlichtieg al, 1990) and myoglobin-CO
complexes during photolysis (Srajet al, 1996). Over the years, the technique kept
developing and reached a matured state in the hiegirof the 21 century. Recently,
very early events of the trans to cis isomerizatiom photoreceptor were successfully

elucidated by employing this technique (Jw@l, 2013).
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Apart from crystallography, other techniques susmaclear magnetic resonance (NMR)
spectroscopy (Wuthrich, 1990) and electron micrpgddJnwin & Henderson, 1975) are
also used to obtain atomic structures. All the atostructures determined from any of
these techniques are stored in the Protein Dat&k BRADB) (Bermanet al, 2000).
Currently, about 90,000 PDB entries are availabfeyhich 80,000 are solved using
crystallographic techniques. Less than 10,000 &iras have been solved using either
NMR or electron microscopy. This shows that X-raystallography has been a major

technique for the determination of the three dinred structures of bio-molecules.

1.3 From static structure to function

Static atomic structures of the macromolecules datained from conventional X-ray
crystallography. The static information can providesignificant insight about the
function; however, for a deeper understanding, l@eds to watch a protein in action.
For functional investigations of proteins, timeak®d techniques are exquisitely
suitable. When an enzyme catalyzes a reaction,raeurgermediates may form and
decay along the reaction pathway. Molecular intéwas and motions that occur on a fast
time scale can be relatively easily visualized wiithe-resolved spectroscopic techniques
such as fluorescence (Holzwarth, 1995, Millar, 1996frared (Schotteet al, 2003,
Brudler et al, 2001) and absorption spectroscopy (Tep@l, 1971, van Amerongen &
van Grondelle, 1995, van Stokkuehal, 2004). From spectroscopic techniques, one can
determine a plausible kinetic mechanism of a ctitahgaction. These spectra may also
provide some limited structural information. A teajue that combines kinetics and

structure determination is time-resolved crystakpipy (Moffat, 1989).
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During the time course of a reaction, subsequenttsiral changes can be probed with
time-resolved crystallographic methods. In a resctsome of the intermediate states are
occupied for a very short period of time and amrdfore difficult to detect at ambient
temperature. These short-lived states are callddstable states or transient states. It is
possible to probe these states, if the life tim¢hefintermediates can be extended for a
longer period of time either by lowering the tengiare or by adjusting other parameters
such as pH (Hajdwet al, 2000, Moffat & Henderson, 1995, Stoddard, 20A9r
example, the structures of short-lived intermediatesolved in the ligand binding to
myoglobin are determined using these trapping amtres (Schlichtinget al, 2000,
Tenget al, 1994). The disadvantage of trapping techniquebkasthey may perturb the
kinetic mechanism (Moffat & Henderson, 1995). Thmalgis to study a reaction that
evolves freely at physiological temperatures withaay perturbation. With modern
synchrotron X-ray sources and fast detectors, possible to probe intermediates on the

order of nanoseonds and faster even at room tetopera

14 Catalase

Heme proteins are the most abundant proteins foand/ing organisms (Bertini 1.,
1994). They are involved in a number of differerdgical functions (Berget al, Paoli

et al, 2002). As mentioned above, hemoglobin and myaglate responsible for oxygen
transport (Antonini & Brunori, 1971, Jain & ChanQ(B). Proteins like cytochrome c
oxidase (Wikstrom, 1977) behave as an electronecawhereas catalase protects the
living cells from oxidative damage originating froexcess of reactive oxygen species

(Deisseroth & Dounce, 1970). These proteins corttame (Fig. 1.1) in their active sites,
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Figure 1.1 Chemical structure of the prosthetic group heme tgj. It consists of
protoporphyrin IX ringwith a central iron (Fe).
which isrequired for their biological functio(Berg et al, 2006) This prosthetic grou
consists of aéterocycle ring known as protorphyrin IX with an iron (F?*) atom at the
center (Fig. 1.1). When a ligand is bound to thenéerotein, even slight structui
changes in the heme group can significantly affeetprotein activity(Paol et al, 2002).
These proteins are excellent for functional studpeeially if crystallographic methoi
are used. With the ligand binding approach, noy t¢mé function olheme proteins can t
understood but also tliesults can be generalized to different types ofgins
As mentioned above, catalase (E.C. 1.11.1.6)metalloenzyme with herrin its active
site.It is found in many bacteria and almost all plaantsl animal(Murthy et al, 1981).
Catalasecatalyzes the dproportionation of toxic hydrogen peroxide () into oxygen

and water (Eq. 1.1)
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Figure 1.2 Quaternary structure of bovine liver catalase (BL@&. Cartoon
representation of BLC. All four subunits are colbmifferently. The central heme for
each subunit is highlighted. All the important amino acid residues in the vitirof
heme are marked. Oxygen, nitrogen and carbon atm@msnarked as red, blue and
purple, respectively. Water molecules: red sph&eAn electron density observed in
our experiments (green), at those regions whereraghoups have observed NADPH.
A putative NADPH molecule is overlaid which sholat the presence of NADPH in
our crystal structure is not supporteD. Water molecules found in the asymmetric
unit of Cat-5 are shown as red spheres. Figure fRumwar et al., 2011.

This reaction is very important to all aerobicalgspiring organisms. Reactive oxygen

species likeD,?~ and0,~ (superoxide) are inevitable byproducts of aerabapiration,

necessitating specialized enzymes for their elititona (Aebi, 1984, Halliwell &

Gutteridge, 1990, Michielst al, 1994). Typical examples for mammalian catalage ar

bovine liver catalase, BLC (Ket al, 1999) and human erythrocyte catalase, HEC&Ko

al., 2000).
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BLC was crystallized for the first time in 1937 ¢Boer & Dounce, 1937) and its crystal
structure was determined in 1981 (Murtbiyal, 1981). The quality of atomic models
have been subsequently improved (Reticl, 1981, Koet al, 1999). BLC is a tetramer
(Fig. 1.2A) (Tanford & Lovrien, 1962, Sunet al, 1967). Each of the four monomers
(MW~60 KDa) consist (ASK) of 507 amino acid residwexl contains a heme group
(Fig. 1.2B) with the iron in the ferric state ¢(Pe(Torii et al, 1970, Stern, 1936,
Schroedeet al, 1982).

Several mechanisms have been proposed for BLCysatalFita & Rossmann, 1985,
Alfonso-Prietoet al, 2007). Among these, the Fita-Rossman model igrtbst widely
accepted. Based on this model, the reaction ingadvigansfer of a total of four electrons
in two major steps. First, two electrons are transd from the porphyrin complex to one
molecule of HO, and then two electrons are accepted from a seldg@g¢ molecule (Eq.
1.2 & 1.3). Compound 1 forms in the first part bketreaction (Eg. 1.2) and attacks
another HO, molecule abstracting a hydride ion JHnd leaving a hydroxyl ion (OM

at the iron position (Fita & Rossmann, 1985). litself becomes Fe(lll) and one electron
is transferred back to the porphyrin. A proton tenapily stored at the N atom of His 74
(Fig. 1.2B) is then transferred to the Oat the iron site. This leads to the formation of a
water molecule, which is very weakly bound to tteniand can be quickly released (Eq.
1.3).

porphy — Fe(IIl) + H,0, - porphy** — Fe (IV) = 0 + H,0 (1.2)

compound 1

porphy** — Fe (IV) = 0 + H,0, — porphy — Fe(III) + H,0 + 0, (1.3)
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Within the active enzyme, the CHt0, adduct, the so called compound 1 (see above), is
not sufficiently long-lived to be structurally claaterized. Various types of ligands such
as azide (Murshudoet al, 2002), formate (Andreoletgt al, 2003), oxo (compound |
and II) (Gouetet al, 1996, Alfonso-Prietcet al, 2007), cyanide and 3-amino-1,2,4-
Triazol (Putnamet al, 2000) can be bound to the heme iron. These asiigts adducts
are prepared to gain an insight into the structurrmation about the intermediates
crucial to the catalytic mechanism. If nitric oxi(lO) can be successfully bound to the
catalase, the Cat-NO adduct may mimic compound 1.

NO as a ligand has been bound to the other henteipsosuch as leghemoglobin Lb
(Rohlfs et al, 1988), Myoglobin Mb (Rohlfet al, 1988, Lavermaret al, 2001) and
nitrophorin NP (Andersert al, 2000). Several complexes have been developed and
implemented for a controlled release of NO in bjidal systems (Maragat al, 1991).
Despite this fact, the structure of the Cat-NO claxphas never been characterized
before because nitric oxide tends to dissociat@kafrom the crystals. Here, we aimed
at the structure determination of the nitrosylaBed= complex using monochromatic

crystallography.

1.5 PYP

As described above, heme proteins such as catalesedeal for static structure
determinations. Ligand binding to these proteins mavide an insight into the function
of proteins. Our goal, however, is to investigabe tdynamic behavior of the bio-
molecules in general. We need to develop technithascan be applied to various types

of biological systems. For this, a well-understonddel system is required. Photoactive
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yellow protein (PYP) provides such a model reactibmat evolves with sever
intemediates at ambient temperas. Apart from that, PYP crystals of small siand
high stability make this protein an excellent ml system for investigating function

behavior. PYP and its photocycle now described in detail.

&Q —I'j‘yh- 50

Figure 1.3 A. Cartoon representation of the photoactivelow proteir (in violet). The
para-coumaric acicchormophore pCA; colored green) ismbedded into thprotein.
B. The chromophore and its nearby residues that plaguaial role in the photocycle
Panel B fromJung et al., 201.

PYP (Meyer, 1985)s a wate-soluble protein with anolecular weight of 14kDa. It

initially isolated from the bacteriunHalorhodospira (formerly Ectothiorhodosopir)

halophila The X+ay structure of PYP (Fig. 1.3/Borgstahlet al, 199%) shows that it
shares a common structural motif with the typicAlSPdomain family(Meyer, 1985,
Pellequeret al, 1998) The para-coumaric acid (pCA) mmophore (Fig. 1.3) i
embedded into this domain and is believed to a key role in the negative phototac
effects (Sprengeet al, 1997 in the various photosynthetic bacterio(t et al, 1996).

The chomophore is covalently attached to Cys69 throughi@ester bond and forn
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hydrogen bonds with amino acid residues Tyr42, 6laad with backbone amide of

Cys69 (Fig. 1.3B) (Van Beeumex al, 1993).

Upon absorption of a blue photon, PYP enters infallg reversible photocycle with
several intermediates ranging from picoseconde¢orsds (Fig. 1.4). The photocycle has
been studied extensively with various time-resoledhniques such as UV-Vis
absorption spectroscopy (Meyetr al, 1989, Hoffet al, 1994, Imamoteet al, 2001, Ujj

et al, 1998), Fourier transform infrared spectroscopyu@ier et al, 2001, Imamotcet
al.,, 2001, van Wildereret al, 2006), NMR spectroscopy (Rubinsteen al, 1998),
resonance Raman spectroscopy (Baml, 2004) and Laue crystallography (Geniek
al., 1998, Schmidet al, 2004, Reret al, 2001, Iheeet al, 2005, Rajagopadt al, 2005,
Schotteet al, 2012, Junget al, 2013). In some cases, it is possible that PYP nuty
successfully enter into the photocycle even aftsoebing a blue light photon (Groet
al., 2003, van Wilderert al, 2006). As a result, a ground state intermediatl( Grey
part of Fig. 1.4A) forms on the femtosecond timalsand decays to the ground state
(pG) in ~6 ps. The GSI was revealed by ultrafastaneld spectroscopy; however, the
structure of this intermediate is still elusive &ase time-resolved crystallographic
methods at ambient temperatures are lacking the t@solution that is required to

capture the GSI intermediate.

The nomenclature used for the intermediates adsdcvwaith this photocycle (Fig. 1.4A)
is the same as used in earlier studies (&irgg, 2013, Geniclet al, 1997a, lheet al,
2005, Kimet al, 2012). When a protein crystal is illuminated watlphoton of 485 nm,

an electron jumps to an excited state. A part efehergy is immediately dissipated
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Figure 1.4 A. Photoactive yellow protein (PYP) plocycle. 8lid black curvs: part
of the photocycle used to investigate effect of pH on the structurr Red dashed
curve: part of the photocycle used to examine the impacadiation damage on th
protein crystal. Figure fro1 Schmidt et al., 201B. A photocycle consistent wiWT-
PYP timeresolved electrc-density maps. Carbon atoms of the refined gr, lcT,
pR1, pR2 and pB intermediate structures are shawgrey, orange, cyan, dark blt
green, and purple, respectively. Oxygen, sulfur aitichgen atoms are shown in re
yellow and blue, respectively. The arrows indiclarge atomic movemes from one
intermediate to the next. Figure frcJung et al., 2013.
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(Martin et al, 1983) and the remaining energy triggers the piemimerization of the
chromophore. A theoretical calculation performedWi-PYP and its mutant, E46Q,
revealed that the earliest intermediattotms in less than 100 ps (Groenlsbfal, 2004).
The structure of{(Fig. 1.4B) was recently determined by time-resdleeystallography
(Jung et al, 2013, Schotteet al, 2012). It resembles the spectroscopically obskerve
intermediated (Fig. 1.4A) (Imamotcet al, 2001, Unncet al, 2004). This intermediate is
not fully transformed into the cis conformation aexists in a highly strained state
(Schotteet al, 2012, Junget al, 2013, van Stokkunet al, 2004). The remaining
isomerization of thetlcannot occur through the standard mechanism (Lids&to,
1985), because the chromophore is buried withirhthet protein and therefore interacts
with surrounding side chains (Borgstabt al, 1995). This severely restricts the
conformational mobility of the chromophore and iraee spatial constraints on it (Liu &
Asato, 1985, Warshel & Barboy, 1982). Therefore, igomerization pathway proceeds
through a volume-conserving mechanism (Mukgral, 1998, Liuet al, 2007). The
distorted intermediater bifurcates into two structurally distinct cis inteediates 4+ and
pR1 (Fig. 1.4B).drforms in 1.7 ns via a bicycle-pedal (BP) mechan(iXie et al, 1996,
Genicket al, 1998, Reret al, 2001, Groott al, 2003, Iheeet al, 2005, van Wildereet
al., 2006, Imamotcet al, 2002) whereas pRfbrms via a hula twist (HT) mechanism
(Liu & Asato, 1985, Andreseat al, 2005) with a life time of ~3ns. The mixture of skee
two cis-intermediates is similar to the spectroszalfy observed intermediate”(Fig.
1.4A). In Ict the carbonyl-oxygen is flipped to the other sidethe chromophore head is
fixed by hydrogen bonds to Tyr42 and Glu46. In, gRe chromophore head hydroxyl

loses one hydrogen bond. The highly strained inteliate &t relaxes to pR Both
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intermediates pR1 and pR2 form in parallel (Tripahal, 2012). The pR1 and pR2
resemble the intermediates gk and pRw observed from the nanosecond
crystallographic studies, respectively (Iheteal, 2005, Rajagopatt al, 2005). In pR1,
the hydrogen bonds to the Tyr 42 and backbone aofifys69 are maintained and that
to the Glu46 is broken (Fig. 1.4B). On the othemdhahe chromophore in pR2 maintains
the hydrogen bonds to Tyr42 and Glu46 and loseyldeogen bond to the backbone
amide of Cys69. The mixture of pR1 and pR2 is egjent to spectroscopic intermediate,
pR (Fig. 1.4A), which absorbs in the range of 4ébwhereas the dark state absorbs at
446nm (Ujjet al, 1998, Hoffet al, 1994). Both intermediates pR1 and pR2 ultimately
decay in ~20Qus to the long lived signaling state pB, which absaat 355nm (Fig. 1.4)
(Schmidtet al, 2004, Iheeet al, 2005). The chromophore head forms new hydrogen
bonds with the displaced Arg52 and with an addalowater that appears near the
entrance to the chromophore pocket (Fig. 3.8 [T&g phenolate oxygen and Arg52 are
exposed to the solvent. At the end of the photagytbiis blue shifted intermediate reverts
to its initial dark state on the millisecond timeake. When the protein structure relaxes
back to the dark state, all the hydrogen bondsrewestablished. The system has been
thoroughly studied; however, it is unknown how tlpsotein reacts at different
parameters such as pH, temperature and X-ray désanvestigate the effects of these

parameters on the protein kinetics using time-kegbtrystallographic methods.

1.6 Effect of X-raysdoseson PYP

In X-ray crystallography, a protein crystal is rafezlly exposed to X-ray radiation during

data collection. These exposures can potentialipadge the protein and affect its
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dynamics (Dubnovitsket al, 2005, Adamet al, 2004, Purwaet al, 2011, Schlichting

et al, 2000). At cryogenic temperatures, the dose lupito which meaningful data can
be collected is also known as Henderson’s limitrgeson, 1990). Below a threshold of
approximately 2 x 10Gy, the damages are not substantial because tipstdimit the
damage varies linearly with X-ray dose (Teng & Muff 2000). Above this limit,
damages start to accumulate and can cause excessnage to the protein crystals. In
order to reduce the radiation damage, differenésypf techniques such as cryo-cooling
(Kuzay et al., 2001, Nicholson et al., 2001) anel tisage of a free-radicals scavenger
(Murray & Garman, 2002) have been developed. Atrdemperature, protein crystals
are even more susceptible to radiation damage.daheaging effects of X-rays on the
kinetics of a protein have never been quantifietbrige Apart from X-rays, laser pulses
employed in a time-resolved experiment (Moffat, 998&ay also destroy the protein
crystals. Here, we performed time-resolved crystmlphic experiments to assess the
impact of not only X-ray doses but also laser milse the structural and kinetic analysis
of PYP. This investigation shows how many data sets be collected from a single

crystal of PYP without affecting the kinetics.

1.7 Effect of pH on the PYP

The pCA chromophore is de-protonated and preseits$ ianionic form when PYP is in
the ground state (Bacat al, 1994, Borgstahkt al, 1995, Kimet al, 1995). Upon
entering into a photocycle (Fig. 1.4A), the netalgat of one proton is involved during the
life time of the intermediate pB (Meyet al, 1993). The protonation of the chromophore

may be responsible for the blue-shift of ~95 nmhef pB state (~355 nm) with respect to
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the pG state (~446 nm) (Fig. 4.1). The transferrofqns takes place either from the Glu-
46 (Bacaet al, 1994, Hendrikset al, 1999) or from the solvent (Boruckt al, 2002,
Genick et al, 1997b). Protonation and deprotonation of the wimghore as well as
nearby amino acid residues may lead to pH- ordsgendent protein activity (Geniek
al., 1997b, Hoffet al, 1997, Harigakt al, 2003). For native PYP, the photo bleaching
which corresponds to the pR pB transition is slightly accelerated at low pHhdidions
(Genick et al, 1997b, Demchulet al, 2000). On the other hand, recovery to the dark
state (pB— pG) is the fastest at pH 8 and decreases fortladir@oH conditions (Genick
et al, 1997b, Demchulet al, 2000). These studies show that the pH has a proeal
effect on the kinetics of the photocycle. Althougihas been widely investigated using
spectroscopic techniques, the effect of pH on thecwres of reaction intermediates on
the atomic length scale is still elusive. In thiegis, time-resolved crystallography is

employed to investigate these effects.

1.8 Effect of temperature on PYP

In addition to the external parameters such asyXdase and pH, temperature also
affects the kinetics of PYP. Several time-resohsgkctroscopic studies have been
performed on PYP at one (Meyetral, 1987, Geniclet al, 1997b, Imamotet al, 1996,

Ujj et al, 1998, Unncet al, 2002, Meyetret al, 1989) or at a few different temperature
settings (Hellingwergt al, 2003, Van Brederodet al, 1996). For example, picoseconds
time-resolved crystallographic measurements weecentty performed on PYP at room

temperature (Jungt al, 2013, Schottet al, 2012). This ps study thoroughly describes

the isomerization pathways and provides structunfakmation of earlier intermediates.
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A detailed investigation how the temperature affébe structure and kinetics of the PYP
photocycle has never been performed. Here, we gntiphee-resolved crystallography to
investigate the photocycle rigorously at 14 diffareemperature settings starting from -
40°C to 70°C (Schmidtet al, 2013).

The functional study at different temperatures a0 be performed using time-resolved
spectroscopy. This enables us to investigate theeipr kinetics with two different but
widely used techniques. The results obtained floentwo complementary techniques can
be compared to explore the similarities and diffiees in the kinetic behavior. These
experiments have never been previously accomplidhedo unavailability of a suitable
micro-spectrophotometer that can probe the spaxipis changes on fast time scales in a
temperature-controlled environment. In our lab, designed a fast spectrophotometer
fulfilling all of the aforementioned requiremenihis spectrophotometer is employed to
investigate the PYP photocycle at different tempuees. The function of a protein may
be different in solution as compared to its crystalphase (Yeremenket al, 2006). To
determine these differences, we also performed-teselved spectroscopic experiments
on PYP in solution.

The rates of chemical reactions depend on the tahpe. Their temperature

dependence can be described using Van't Hoff-Armdsegguation, which is given by

A =vexp YT (1.4)
B

where A is the macroscopic rate coefficientis the prefactorE, is the energy of
activation, ky is the Boltzmann factor anfl is the temperature. Eyring (Eyring, 1935)

tied this equation to a transition state at toptlué barrier of activation. This is
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represented as a transition state equation (Eq, WHich is further described in the
discussion. With this information, extracting threeegetics of a biomolecular reaction has
been a topic of interest and has also been challgn§o far only limited information is
available (Takeshitat al, 2002). Here, we show how thermodynamic propedieh as
enthalpy, entropy and Gibbs free energy of theidraoan be extracted solely from the

temperature dependent crystallographic data.

References

Abrahams, J. P., Leslie, A. G., Lutter, R. & Walked. E. (1994)Nature370, 25.

Adam, V., Royant, A., Niviere, V., Molina-Heredig, P. & Bourgeois, D. (2004%tructurel?,
1729-1740.

Adams, S. R. & Tsien, R. Y. (1993nnual Review of Physiolo&p, 755-784.

Aebi, H. (1984) Meth. Enzymoll05 121-127.

Alfonso-Prieto, M., Borovik, A., Carpena, X., Murgiov, G., Melik-Adamyan, W., Fita, .,
Rovira, C. & Loewen, P. C. (2007). Am. Chem. So&29, 4193-4205.

Andersen, J. F., Ding, X. D., Balfour, C., ShoklkageT. K., Champagne, D. E., Walker, F. A. &
Montfort, W. R. (2000)Biochemistry39, 10118-10131.

Andreoletti, P., Sainz, G., Jaquinod, M., Gagnor& Jouve, H. M. (2003)Prot. Struct. Func.
Gen.50, 261-271.

Andresen, M., Wahl, M. C., Stiel, A. C., Grater, Bchafer, L. V., Trowitzsch, S., Weber, G.,
Eggeling, C., Grubmuller, H. & Hell, S. W. (200Broceedings of the National Academy
of Sciences of the United States of Ametiza 13070-13074.

Antonini, E. & Brunori, M. (1971)Hemoglobin and Myoglobin in their Reactions witlgamds
North-Holland Amsterdam.

Baca, M., Borgstahl, G. E., Boissinot, M., Burke M, Williams, D. R., Slater, K. A. & Getzoff,
E. D. (1994) Biochemistry33, 14369-14377.

Ban, N., Nissen, P., Hansen, J., Moore, P. B. 8&&t€. A. (2000).Science89, 905-920.

Berg, J., Tymoczko, J. & Stryer, L. (2001). Biochstny 5ed. 2001: WH Freeman and Company.

Berg, J. M., Tymoczko, J. L. & Stryer, L. (200@iochemistry, International EditionWwH
Freeman & Co. New York.

Berman, H. M., Westbrook, J., Feng, Z., Gillilagl, Bhat, T. N., Weissig, H., Shindyalov, I. N.
& Bourne, P. E. (2000Nucleic Acids Re28, 235-242.

Bertini I., G. H. B., Lippard S. J., Valentine J, §1994).University Science Books, Sausalito,
CA

Blake, C., Koenig, D., Mair, G., North, A., PhilipD. & Sarma, V. (1965Nature206, 757-761.

Borgstahl, G. E., Williams, D. R. & Getzoff, E. [1995).Biochemistry34, 6278-6287.

www.manaraa.com



19

Borucki, B., Devanathan, S., Otto, H., Cusanovigh,A., Tollin, G. & Heyn, M. P. (2002).
Biochemistry41, 10026-10037.

Bragg, W. (1913)Proceedings of the Royal Society of London. S&rkS; 248-277.

Bragg, W. L. (1912)Nature90, 410.

Brudler, R., Rammelsberg, R., Woo, T. T., Getzdf, D. & Gerwert, K. (2001)Nature
structural biology8, 265-270.

Copeland, R. A. (2000Enzymes: A Practical Introduction to Structure,dlanism, and Data
Analysis, Second Editipa09-145.

Cornish-Bowden, A. (2012)undamentals of Enzyme Kinetidsedition ed. Wiley-VCH.

Deisenhofer, J., Epp, O., Miki, K., Huber, R. & Mal, H. (1984).Journal of molecular biology
180, 385-398.

Deisseroth, A. & Dounce, A. L. (197®hysiol Reb0, 319-375.

Demchuk, E., Genick, U. K., Woo, T. T., Getzoff,[E.& Bashford, D. (2000)Biochemistrn39,
1100-1113.

Dickinson, R. G. & Raymond, A. L. (1923)ournal of the American Chemical Sociéfy 22-29.

Dubnovitsky, A. P., Ravelli, R. B. G., Popov, A. B.Papageorgiou, A. C. (2005protein Sci
14, 1498-1507.

Fita, I. & Rossmann, M. G. (19893roc. Natl. Acad. Sci. US22, 1604-1608.

Garrett, R. & Grisham, C. (2009)c: Boston

Genick, U. K., Borgstahl, G. E., Ng, K., Ren, Zraéervand, C., Burke, P. M., Srajer, V., Teng,
T. Y., Schildkamp, W., McRee, D. E., Moffat, K. &@off, E. D. (1997a)Science75
1471-1475.

Genick, U. K., Devanathan, S., Meyer, T. E., Caedlstl. L., Williams, E., Cusanovich, M. A,,
Tollin, G. & Getzoff, E. D. (1997b)Biochemistry36, 8-14.

Genick, U. K., Soltis, S. M., Kuhn, P., CanestrdlliL. & Getzoff, E. D. (1998)Nature 392,
206-209.

Gouet, P., Jouve, H.-M., Williams, P. A., AnderssbnAndreoletti, P., Nussaume, L. & Hajdu,
J. (1996) Nat. Struct. Biol3, 951-956.

Griffiths A.J.F, G. W. M., Miller J.H. (1999New York: W. H. Freeman

Groenhof, G., Bouxin-Cademartory, M., Hess, B.,\Dsser, S. P., Berendsen, H. J., Olivucci,
M., Mark, A. E. & Robb, M. A. (2004)J Am Chem Sat26, 4228-4233.

Groot, M. L., van Wilderen, L. J. G. W., Larsen, 8, van der Horst, M. A., van Stokkum, I. H.
M., Hellingwerf, K. J. & van Grondelle, R. (200Biochemistry42, 10054-10059.

Hajdu, J., Neutze, R., Sjogren, T., Edman, K., 8zdk, Wilmouth, R. C. & Wilmot, C. M.
(2000).Nat Struct Biol7, 1006-1012.

Halliwell, B. & Gutteridge, J. M. C. (1990Meth. Enzymoll86, 1-85.

Harigai, M., Imamoto, Y., Kamikubo, H., Yamazaki, & Kataoka, M. (2003)Biochemistryi2,
13893-13900.

Hellingwerf, K. J., Hendriks, J. & Gensch, T. (200Bhe Journal of Physical Chemistryl@7,
1082-1094.

Henderson, R. (1990proc. R. Soc. Lond3241, 6-8.

Hendriks, J., Hoff, W. D., Crielaard, W. & Hellingwf, K. J. (1999).The Journal of biological
chemistry274, 17655-17660.

Hoff, W. D., van Stokkum, I. H., van Ramesdonk,J.van Brederode, M. E., Brouwer, A. M.,
Fitch, J. C., Meyer, T. E., van Grondelle, R. & kwgwerf, K. J. (1994) Biophysical
journal 67, 1691-1705.

Hoff, W. D., Van Stokkum, I. H. M., Gural, J. & Helgwerf, K. J. (1997)Bba-Bioenergetics
1322 151-162.

Holzwarth, A. R. (1995)Methods Enzym@46, 334-362.

www.manaraa.com



20

Ihee, H., Rajagopal, S., Srajer, V., Pahl, R., Aade, S., Schmidt, M., Schotte, F., Anfinrud, P.
A., Wulff, M. & Moffat, K. (2005). Proceedings of the National Academy of Sciences of
the United States of Amerid®2 7145-7150.

Imamoto, Y., Kataoka, M. & Liu, R. S. H. (200Bhotochem Photobial6, 584-589.

Imamoto, Y., Kataoka, M. & Tokunaga, F. (199B)ochemistry35, 14047-14053.

Imamoto, Y., Shirahige, Y., Tokunaga, F., Kinoshifa Yoshihara, K. & Kataoka, M. (2001).
Biochemistry0, 8997-9004.

Jain, R. & Chan, M. K. (2003)BIC Journal of Biological Inorganic ChemistBy 1-11.

Jung, Y. O., Lee, J. H., Kim, J., Schmidt, M., MaffK., Srajer, V. & Ihee, H. (2013Nature
chemistrys, 212-220.

Kendrew, J. C., Bodo, G., Dintzis, H. M., Parrigh, Wyckoff, H. & Phillips, D. (1958)Nature
181, 662-666.

Kim, M., Mathies, R. A., Hoff, W. D. & HellingwerfK. J. (1995).Biochemistry34, 12669-
12672.

Kim, T. W., Lee, J. H., Choi, J., Kim, K. H., vanidéren, L. J., Guerin, L., Kim, Y., Jung, Y.
0., Yang, C., Kim, J., Wulff, M., van Thor, J. J.IBee, H. (2012)J Am Chem Sot34,
3145-3153.

Ko, T. P., Day, J., Malkin, A. J. & McPherson, A909).Acta Cryst. D65, 1383-1394.

Ko, T. P., Safo, M. K., Musayev, F. N., Di Salvo, M, Wang, C. Q., Wu, S. H. & Abraham, D.
J. (2000) Acta Cryst. D66, 241-245.

Kort, R., Vonk, H., Xu, X., Hoff, W., Crielaard, V& Hellingwerf, K. (1996).FEBS letters382
73-78.

Koshland, J., D.E. (1958Proceedings of the National Academy of Sciencéiseofinited States
of America44(2), 98-104.

Kuzay, T. M., Kazmierczak, M. & Hsieh, B. J. (2008cta crystallographica. Section D,
Biological crystallographys7, 69-81.

Laverman, L. E., Wanat, A., Oszajca, J., StochelF@rd, P. C. & van Eldik, R. (2001). Am.
Chem. Socl23 285-293.

Liu, R. & Asato, A. E. (1985)Proceedings of the National Academy of ScieB2e259-263.

Liu, R. S. H,, Yang, L.-Y. & Liu, J. (2007Rhotochem Photobi@3, 2-10.

Maragos, C. M., Morley, D., Wink, D. A., Dunams, M., Saavedra, J. E., Hoffman, A., Bove,
A. A, Isaac, L., Hrabie, J. A. & Keefer, L. K. (@9). Journal of medicinal chemisti34,
3242-3247.

Martin, J. L., Migus, A., Poyart, C., Lecarpentief,, Astier, R. & Antonetti, A. (1983).
Proceedings of the National Academy of SciencabeolUnited States of Ameri@o,
173-177.

Meyer, T. E. (1985)Biochimica et biophysica ac&06, 175-183.

Meyer, T. E., Cusanovich, M. A. & Tollin, G. (1993&rch Biochem Biophy306 515-517.

Meyer, T. E., Tollin, G., Hazzard, J. H. & Cusarayi M. A. (1989).Biophysical journal56,
559-564.

Meyer, T. E., Yakali, E., Cusanovich, M. A. & TalliG. (1987)Biochemistry26, 418-423.

Michiels, C., Raes, M., Toussaint, O. & Remacl€¢1994).Free-Rad. Biol. Medl7, 235-248.

Millar, D. P. (1996) Current opinion in structural biolog§, 637-642.

Moffat, K. (1989).Annual review of biophysics and biophysical chémik3, 309-332.

Moffat, K. & Henderson, R. (1995 urrent opinion in structural biology, 656-663.

Muirhead, H. & Perutz, M. F. (1963¢old Spring Harbor Symposia on Quantitative Bigi@8,

8.

Mdller, A. M., Lochbrunner, S., Schmid, W. E. & FuRV. (1998). Angewandte Chemie

International Edition37, 505-507.

www.manaraa.com



21

Murray, J. & Garman, E. (2002).Synchrotron Radi&, 347-354.

Murshudov, G. N., Grebenko, A. |., Brannigan, J.Aatson, A. A., Barynin, V., Dodson, G. G.,
Dauter, Z., Wilson, K. S. & Melik-Adamyan, W. R.0@2). Acta Cryst. D568, 1972-1982.

Murthy, M. R., Reid, T. J., Sicignano, A., Tanakf, & Rossmann, M. G. (1981). Mol Biol
152, 465-499.

Nicholson, J., Nave, C., Fayz, K., Fell, B. & Garm&. (2001)Nucl Instrum Meth A67, 1380-
1383.

Palczewski, K., Kumasaka, T., Hori, T., Behnke AG.Motoshima, H., Fox, B. A., Trong, I. L.,
Teller, D. C., Okada, T. & Stenkamp, R. E. (20@Yience Signaling89, 739.

Pan, D., Philip, A., Hoff, W. D. & Mathies, R. A2Q04).Biophysical journaB6, 2374-2382.

Paoli, M., Marles-Wright, J. & Smith, A. (2002)NA Cell Biol21, 271-280.

Pellequer, J. L., Wager-Smith, K. A., Kay, S. A.@etzoff, E. D. (1998)Proceedings of the
National Academy of Sciences of the United Stdt@snerica9s, 5884-5890.

Purwar, N., McGarry, J. M., Kostera, J., Pacheco, A. A. & Balt, M. (2011).Biochemistrys0,
4491-4503.

Putnam, C. D., Arvai, A. S., Bourne, Y. & TainerAJ (2000).J. Mol. Biol.296, 295-309.

Rajagopal, S., Anderson, S., Srajer, V., Schmidi,hl, R. & Moffat, K. (2005)Structurel3,
55-63.

Reid, T. J., Murthy, M. R. N., Sicignano, A., TaaaRl., Musick, W. D. L. & Rossmann, M. G.
(1981).Proc. Natl. Acad. Sci. US28, 4767-4771.

Ren, Z., Perman, B., Srajer, V., Teng, T. Y., Prealed, C., Bourgeois, D., Schotte, F., Ursbhy,
T., Kort, R., Wulff, M. & Moffat, K. (2001) Biochemistry0, 13788-13801.

Rohlfs, R. J., Gibson, J. S. & Gibson, O. H. (1988Biol. Chem263 1803-1813.

Rubinstenn, G., Vuister, G. W., Mulder, F. A., DU, E., Boelens, R., Hellingwerf, K. J. &
Kaptein, R. (1998)Nature structural biolog, 568-570.

Schlichting, 1., Almo, S. C., Rapp, G., Wilson, KRetratos, K., Lentfer, A., Wittinghofer, A.,
Kabsch, W., Pai, E. F. & Petsko, G. A. (1990).

Schlichting, 1., Berendzen, J., Chu, K., Stock M, Maves, S. A., Benson, D. E., Sweet, R. M.,
Ringe, D., Petsko, G. A. & Sligar, S. G. (2008}ience287, 1615-1622.

Schluenzen, F., Tocilj, A., Zarivach, R., Harms, Gluehmann, M., Janell, D., Bashan, A.,
Bartels, H., Agmon, I. & Franceschi, F. (2000l 102, 615-623.

Schmidt, M., Pahl, R., Srajer, V., Anderson, S.nR2., lhee, H., Rajagopal, S. & Moffat, K.
(2004).Proceedings of the National Academy of Scienctsedfnited States of America
101, 4799-4804.

Schmidt, M., Srajer, V., Henning, R., lhee, Ryrwar, N., Tenboer, J. & Tripathi, S. (2013).
Am Chem Sqcubmitted.

Schotte, F., Cho, H. S., Kaila, V. R., Kamikubo, Bashdorj, N., Henry, E. R., Graber, T. J.,
Henning, R., Wulff, M., Hummer, G., Kataoka, M. &nfnrud, P. A. (2012).
Proceedings of the National Academy of SciencdbeofJnited States of Amerid®9,
19256-19261.

Schotte, F., Lim, M., Jackson, T. A., Smirnov, A, Boman, J., Olson, J. S., Phillips, G. N., Jr.,
Wulff, M. & Anfinrud, P. A. (2003).Science300 1944-1947.

Schroeder, W. A., Shelton, J. R., Shelton, J. Rbberson, B., Apell, G., Fang, R. S. &
Bonaventura, J. (1982Arch. Biochem. Biophy214, 397-421.

Sprenger, W. W., Hoff, W. D., Armitage, J. P. & Hajwerf, K. J. (1993).J Bacteriol 175
3096-3104.

Srajer, V., Teng, T. Y., Ursby, T., Pradervand, Ben, Z., Adachi, S., Schildkamp, W.,
Bourgeois, D., Wulff, M. & Moffat, K. (1996)Science74, 1726-1729.

Stern, K. G. (1936)J. Biol. Chem112 661-669.

www.manaraa.com



22

Stoddard, B. L. (2001Methods24, 125-138.

Sumner, J. B. (1926Journal of Biological Chemistr§9, 435-441.

Sumner, J. B. & Dounce, A. L. (1937).Biol. Chem121, 417-424.

Sund, H., Weber, K. & Molbert, E. (196 Bur. J. Biocheml, 400-410.

Takeshita, K., Imamoto, Y., Kataoka, M., Tokunaga& Terazima, M. (2002Biochemistry41,
3037-3048.

Tanford, C. & Lovrien, R. (1962)l. Am. Chem. So84, 1892-1896.

Teng, T.y. & Moffat, K. (2000)J Synchrotron Radiat, 313-317.

Teng, T. Y., Srajer, V. & Moffat, K. (1994Nat Struct Biofl, 701-705.

Topp, M., Rentzepis, P. & Jones, R. (19dburnal of Applied Physic2, 3415-3419.

Torii, K., lizuka, T. & Ogura, Y. (1970)]. Biochem68, 837-841.

Tripathi, S., Srajer, VRPurwar, N., Henning, R. & Schmidt, M. (2012Riophysical journatL02
325-332.

Ujj, L., Devanathan, S., Meyer, T. E., Cusanovigh,A., Tollin, G. & Atkinson, G. H. (1998).
Biophysical journalr5, 406-412.

Unno, M., Kumauchi, M., Hamada, N., Tokunaga, F.Y&mauchi, S. (2004)Journal of
Biological Chemistry279, 23855-23858.

Unno, M., Kumauchi, M., Sasaki, J., Tokunaga, FY&mauchi, S. (2002)Biochemistry41,
5668-5674.

Unwin, P. N. & Henderson, R. (197%) Mol Biol 94, 425-440.

van Amerongen, H. & van Grondelle, R. (1999gthods Enzymd46, 201-226.

Van Beeumen, J. J., Devreese, B. V., Vanbun, SHdff, W. D., Hellingwerf, K. J., Meyer, T.
E., Mcree, D. E. & Cusanovich, M. A. (199®8rotein Sci2, 1114-1125.

Van Brederode, M. E., Hoff, W. D., Van Stokkum,H., Groot, M. L. & Hellingwerf, K. J.
(1996).Biophysical journal71, 365-380.

van Stokkum, I. H., Larsen, D. S. & van GrondeRe,(2004).Biochimica et biophysica acta
1657 82-104.

van Wilderen, L. J., van der Horst, M. A., van Sk, 1. H., Hellingwerf, K. J., van Grondelle,
R. & Groot, M. L. (2006).Proceedings of the National Academy of Sciencethef
United States of Americe03, 15050-15055.

Von Laue, M., Friedrich, W. & Knipping, P. (1913nn. Physild1, 971.

Warshel, A. & Barboy, N. (1982)ournal of the American Chemical Socigf4, 1469-1476.

Wikstrom, M. K. (1977)Nature266, 271-273.

Wimberly, B. T., Brodersen, D. E., Clemons, W. NMprgan-Warren, R. J., Carter, A. P.,
Vonrhein, C., Hartsch, T. & Ramakrishnan, V. (200@ture407, 327-339.

Wuthrich, K. (1990)The Journal of biological chemistB65 22059-22062.

Xie, A., Hoff, W. D., Kroon, A. R. & Hellingwerf, KJ. (1996)Biochemistry35, 14671-14678.

Yeremenko, S., van Stokkum, I. H. M., Moffat, K. lellingwerf, K. J. (2006) Biophysical
journal 90, 4224-4235.

www.manaraa.com



23

2 Material and methods

Monochromatic X-ray crystallography is the majochmeique to determine the three
dimensional structures of bio-molecules. To furtkederstand the function of these
molecules, time-resolved Laue crystallography ipleyed. As a comparison, kinetic
analyses are performed with time-resolved absargpectroscopy on solution as well as

with crystals. These techniques are describedtalde the following sections.

2.1 Monochromatic X-ray crystallography

2.1.1 Scattering from an atom

To investigate the molecule on the atomic lengtilesadhe wavelength of the employed
radiation should be comparable to the size of toena or to the length of a chemical
bond. Therefore, X-ray radiation with wavelengthgtie range of 1 ~ 2 A is an excellent
choice. When X-rays are incident on an atom, they scattered by electrons. The
scattering power of an atom is given by the atdimim factor ). f is proportional to the
number of electrons in an atom. Therefore, scagefiom a heavy atom such as iron is
much stronger than the scattering from a carboygex or a nitrogen atom. The atomic
form factor also depends on the scattering an@led@d decreases significantly at higher

values of 2 (Fig. 2.1A).

2.1.2 Scattering from a molecule
All atoms in a molecule scatter according to tlaamic form factors. The superposition

of all the scattered waves results in the structaceor of a molecule which is given by

N
FY(H) = ) ;e 2.1)
=1
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Figure 2.1 A. Atomic form factors of oxyn, carbon and hydrogen atorplotted as a
function of sid/A. Dependence of atomic forfactors on the resolution d ) is also
displayed. 2 is thescattering angle an4 is wavelength of the incomingrays. The
atomic form factors for each of these atoms arenradized by their correspoing
atomic number at zero scattering angle/ = 0). B. Atomic form factors of fot
different atoms;f(red), % (green), § (blue) and f (magenta) with their correspondir

phases 13, (15, [13 and 4 are plotted in anArgand diagram. The resultant structt
factor amplitude ¥ with the phasi(] is shown in black.

where is the scattering vectoN is the total number of atoms in a molectfj is the

atomic form factor othe j" atom, is the position vector of th&' atom.An example
for a molecule having 4 atoms with their atomic forrmtdas and corresponding phais

drawn in arArgand diagram (Fig. 2.1B). The resultant strucfator of this molecule i

2.1.3 Scattering from a crystal

Due to the weainteraction of >-rays with matterthe intensity scattered from a molec
is very weak. An ensemble of molecules is requirethtensify scattering. In a sing|
crystal, molecules areranged in a periodic latticThe structure factor of a crysta the

superposition of the scattered waves from all atontise crystal which can be written
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where M is the totahumber of atoms in the crysti f, is the atomic form factor of tr

m" atom and s the position vector of trm™ atom (Fig. 2.2A If a crystal has N un
cells with each of themontaining J atoms, the total structure factorhef ¢rystal can b

separated in two terms which can be writts

where is the lattice vector a1 is the position vector of" atom in the unit ce

(Fig. 2.2A) The first term is known éthe lattice factor G and theecond tern

represents the structure factor of a mole

H=1a + 1b* + 0¢*

Figure 2.2 A. An example cfour unit cells with theéranslational vectors , , and

(not shown, lies parallel t x ) inreal space. (in red) denotes the position vec
of the nf" atom with respect to a common origin  can be represented as a sun
lattice vector (in blue) and the position vecttc (in green) with respect to tf
origin O'. B. The representation of a real space and the assediegciprocal space

: and denote real space vectors (in black) , and denote
corresponding reciprocal lattice vectors (in red)hree parallel lattice planes
miller index (110) are shown in blue (dashed lif&jattering vecto is represented
as linear combination of reciprocal space vectonthvinteger multiple =1, k=1
and | =0.
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2.1.4 The lattice factor for a crystal having an infinite number of unit cells

If a crystal has U, V and W unit cells in the difen of translation vectora, 3, and¢,

respectively then the lattice factor G (Eq. 2.3»pressed as a triple sum

U %4 w
G = Z eZmuH-a . Z evaH-b . Z emeH-c (2'4)

where u, v and w are the integer numbers. For famtely large crystal, this triple sum is

zero unless the scalar products of the scatteretpv and the lattice vectors are integer

numbers.
H-d=h
H-b=k (2.5)
H-¢=1

Here h, k and | are integer numbers and thesaartaare known as the Laue conditions.
This shows that a crystal scatters X-rays onlyhose directions for which the Laue
conditions are satisfied. The lattice factor Ghisrt given by

G=U-V-W=N (2.6)
where N is the total number of unit cells. The ctwe factor amplitude of the crystal is

amplified by N due to the lattice factor contrilmurti

2.1.5 Deviation of the lattice factor due to a finite sie crystal
Crystal dimensions are not infinite. Their finitees cause certain deviations from the

Laue conditions. The intensity amplification duehe lattice factor G is given by

sin?VrnH - b sin? WrntH - ¢

a
. 4 _ : . g i : . -2 e
sin?mtH - a sin2ntH-b sin2mtH - ¢

(2.7)
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The total area calculated under each of theseitumecshows that the scattered intensity

is amplified by N rather thanN

2.1.6 Scattering vectorH

A crystal consists of lattice lines and latticen@a. When X-rays hit these lattice planes,
they are scattered such that the incident and dhtesed beam make an equal angle to
the planes. The direction of the scattering vedlois perpendicular to these reflecting
planes. To represent the scattering ve#lom coordinate system in reciprocal space is
constructed, in which the Laue conditions are aatoally fulfilled (Fig. 2.2B). The

reciprocal lattice vectors are calculated usingréda space basis vectors as follows

bx¢ - ¢xd . axb
a :T, b*:T, C*:—; (28)
b -bx¢

whered*, b* and¢*are reciprocal lattice vectors aingl b and¢ are real space vectors.

The scattering vectoH can be represented as a linear combination of ébgrocal
lattice vectors which is given by

H = ha + kb" + I¢" (2.9)
where h, k and | are the integer numbers. Fortedaplane of Miller index (h, k, 1), the

length of scattering vectd is given by the following equation

- R 1
|H| = \/(hﬁ’*)z + (kb*)? + (I¢*)2 = — (2.10)
dhkl

wheredy,,; is the interplanar distance of a plane (h, kAl)the higher order planes (nh,

nk, nl) share a common miller index (h, k, ). Rbese set of planes, the direction of

scattering vectoH is the same, however the length is different whighgiven by
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where n is the integer multipland is defined aboveAs a consequence, t

scattering vector is a crystal propel

Incoming beam

Figure 2.3 Representation othe diffraction geometry imeciprocal space for th
conventional rotation meth. An Ewald sphere of radiusi¢A™) is drawn whereé. is
the wavelength of monochromaticrays. The origin of the reciprocal lattice is
point O. Black dotes, arranged in a periodic mandenotes the reciprocal lattic
points (RLPs). The directions of incoming and sratl bam are represented t

and , repectively. The lengths of vec and are the same due the elastic

scatteringcondition. 2 represents the scattering angle ¢ is the scattering vecto
RLP in blueintersects with the Ewald spheand satisfies the diffraction condition.
sphere of radius 1/g, denotes the experimental resolution linRLPs (in green) d
not diffract because they lie outsithis sphere of radii 1/gl.

2.1.7 The Bragg conditions
Bragg conditions arise from the combination of Lawaditions and elastic scatteri

conditions.Due to the elastic scattering o-rays, the wavelength of incominay  and
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that of scattered ray,; are same as shown in the Fig. 2.3. The relatipnbbiween

scattering angle and scattering vector is given by

sinf = m (2.12)
1/ '
Using Eqg. (2.11) and (2.12), the well-known Braggdition is derived:
Zdhkl sinf = nAi (213)

2.1.8 Physical and experimental resolution limit

All the reciprocal lattice points (RLPs) for whidime Bragg condition is satisfied

contribute to a diffraction pattern. However, thePR for which the scattering vectatds
are larger than the diameter of the Ewald sphefg (®ver penetrate the Ewald sphere.

These lattice points lie outside the physical nasoh limit d which is given by

d= A 2.14
- 2 ( " )
where 1X is the radius of the sphere centered at the o@irProtein crystals do not
diffract to physical resolution limit due to certaéxperimental limitations. This enforces

an experimental resolution limit which is given by, (Fig. 2.3). Consequently, only

RLPs lying inside the resolution sphere ofl{@an contribute to the diffracted intensity.

2.1.9 Structural heterogeneity and dynamic disorder

There are two types of disorders found in the pmoteystals: static and dynamic. In

static disorder, no motion is observed on the tsoale of the experiment. In an ideal
crystal, unit cells are repeated in a regular mamméhree dimensions. All the molecules
in each unit cell have the same positions as veetha same orientations. However, in a

real crystal, molecules or parts of the moleculesiat occupy the same position and also
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SNONOIEN -

- ——
B Resultant conformation

Different atomic positions Resultant
size

Direction of
displacements

Figure 2.4 A. Several factors contribute to the static disordexdaone of them i
demonstrated. &ur different orientations of molecule in foumnit cells are showr
The resultant conformation (red ellipsoid) is exted spatially.B. A factor causing
dynamic disader is shown. /molecule is vibrating about agquilibrium positiol (red
spheres).An average over seven atomic positiopartially overlapped spheres)
equivalent to arenlarged electron density of the moleculed ellipsoid) Modified
version of the figure frorhttp://www.christian.naether.uni-kiel.de/p
may not have exactly the same orienta. This is one of the factors which contribute
the static disordetn addition, proteins are large molecules and thegirctues are quite
flexible. This cause structural heterogeneity in which atom slightly shifted in eacl
unit cell. Theconformation of emolecule can be different from one unit cell to tiber
(Fig. 2.4A). The disorders described above aretaticstype In the case odynamic
disorder, motions are much faster than the timéesshthe experiment. Atoms in tl
crystal vibrate about their equilibrium positiondatierefore, at any instance of time
not occupy identical position in the different ungls. As a consequence, an aver
over all the atomic positions is obtained whicheuivalent to an enlarged electi

density at a fixed atomic positi (Fig. 2.4B) Additionally, molecules might fluctua

between different conformations. These facgive riseto dynamic disorder in a cryst
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Figure 2.5 A. The atomic form factor of a carbon atom,rmalized to its atomi
numberplotted against and resolution d The effect of an crease in the
mean displacement on the atomic form factor is also shovi?1.An oversimplified
conceptual schematic showing the effect of lowetivg temperature on static a
dynamic disorders. At ambient temperature, oveilagppred and blue ellipsds
indicate that staticdisorder (red ellipsoid) and dynamic disorder (blue ellipd)
cannot be distinguishedWhen temperature is decreased, static disorders
unaffected whereas dynamic disots start to decreas®odified version of the figur
from http://www.christian.naether.u-kiel.de/pdf.

Each of these different types of disol, static and dynamia;ontribute to the Deby

Waller Factor (DWF)

where is the mearsquaredisplacementf is half of the scattering anglg,is the
wavelength of the monochromatic radia is the B-factor. e value of DWF
is less than onexcept in the forward directio(6=0, Eq. 2.15).This diminishes th
scattering intensity for any scattering ai larger than zero Higher angles ar
significantly more affected as compared to lowegles Fig. 2.5A). Since he DWF is
parameterized by thmean squa distribution of the atomic positions,does distinguish

between static and dynamdisorder. The types of disordemsay bedifferentiated if
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diffraction data are collected at different temperas. At lower temperatures dynar
motion seems to reduce significantly whereas stiitiordersshould b unaffected (Fig.
2.5B). X+ay crystallograph experiments arperformed at cryogenic temperees. This

substantially diminishes the effectsdynamic disordersen the diffraction da.

2.1.10 The mosaicity
Perfect crystals generate sharp reciprocal laptasets whose intersection with the Ewi
sphere give rise tmtenst Bragg peaks. Real crystals are not perfect ancacomtarious

defects. Due to these imperfectioit can be considered that crystalis composed of

Figure 2.6 Effect of the mosaicity on the reciprocal lattice poir. An Ewald spher
of radius1/4 is drawn. 1/N represents the natural line width llue) of a reflectiol
where N is the total number of unit cells in the/stal. The broadening of tt
reciprocal lattice points due to mosaicity are simow red double line
small mosaic blockswhose orientations ¢ slightly differentfrom each otherAs a
consequence, a givdBragc reflection isobserved through an angular range whic
known as the mosaicitfy). x determines the width of the so callextking curve (Fig.
2.6). The rocking curve also broadens with the inaeas the divergence anthe

bandwidth of the mployed >ray radiation. If a crystal is rotated with a rodatstej Al

smaller than the mosaicity, the reflections only partially recoded in one diffractiol
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pattern. The remaining parts of the reflectionsramrded in subsequent images. For a
highly mosaic crystal, reflections start to overldmis may affect the quality of the

obtained intensities.

2.1.11Lorentz factor

When a crystal rotates, the associated reciprattite and their lattice points rotate
through an Ewald sphere. A reflection remains ia dhiffracting position for a certain
period of time given by

A

_ 2.16
w sin 20 ( )

wherel is wavelength of the incoming X-ray beamis the angular velocity of rotation
and @ is the scattering angle. In addition, the scatteirgensity depends on the
intersection of the reciprocal diffraction voluméiwthe Ewald sphere. The ratio of this
intersected area and the total surface area ofxaidEsphere is dependent onl/After
combining both aforementioned effects, the Lordatzor contributes a°dependence to

the scattered intensity.

2.1.12Polarization factor

When an electron interacts with electromagneticataah such as X-rays, the electron
accelerates and radiate like an oscillating dipSiece no scattering is observed in the
direction of the electron propagation, the scattergensity must be corrected. This

correction factor is known as the polarization dactFor the unpolarized beam, the

2
scattered intensity is reduced by the faéféi‘f—ze. On the contrary, synchrotron beam is

strongly polarized in the horizontal directionthis polarized beam is used to perform an

experiment, a crystal is rotated such that itstiaeaxis is aligned along the polarization

www.manaraa.com



34

direction of the beam. This maximizes the scatteniriensity perpendicular to the axis of

rotation.

2.1.13Total integral intensity scattered by a crystal
After incorporating all the factors described pomsly, the scattering intensity from a
crystal is given by

A3 1+ cos?26
Iint(hkl) =Z'N'O'e '10 W |FM(hkl)|2 (2.17)

where } is the integral reflection intensity,is wavelength of incoming X-rays, N is the
total number of unit cellsyeis the Thomson scattering cross section of anrelect, is
the intensity of the incident X-raysf s scattering angleF'| is the structure factor
amplitude of a molecule at the position h, k anBue to the\* dependence (Eq. 2.17),
the radiation with a longer wavelength such as Xfram Cu-K, (1.54 A) is an excellent

choice for in-house protein crystallography, whigie comparatively small.

2.1.14 Sample preparation and mounting

A crystal is picked up by a cryo-loop from the hiaggdrop (Fig. 2.7A) or sitting drop
(Fig. 2.7B) of a crystallization tray. The crysial then soaked in a cryoprotectant, a
buffer that typically contains sugar, polyethylegigcol and glycerol, for 15 ~ 25 s to
reduce ice formation upon its freezing. In someesasrystals are very sensitive. Such
crystals are first soaked in a stabilization buftar~20 s and then in the cryoprotectant
to reduce the osmotic shock. Crystals treated anyloprotectant are mounted in a loop
and shock frozen at 100K using a cryostream. Ifgib&l is to bind a small molecule to
the crystal, the crystal is soaked in a solutiontaming that molecule before applying

the cryoprotectant. After that, it is looped anazn as described above.
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A Glass cover shde B ~ Glasscoverslide

Il

Figure 2.7 Schemes for differe methods to crystallize proteinSircle in wiite shows
a single well of the 24vell plate. PR: protein solution, R: re«voir solution, W: wate
diffusing from protein solution to reservoisolution P: precipitant diffusir from

reservoir to protein sotion. High vacuum grease (green ellipses) is ugesetl the
cover slideA. A wall plate (in greyis used for the hanging drop method. The pro
droplet (colored yellow) is placed upside down te glass cover slide to allc
equilibration between the protein and the resengmlution.B. A wall plate used fo
the sitting drop method is shown in g The protein solution (yellow colored)

placed within a dip in the upward directic

2.1.15Experimental setup

All the monochromatic crystallographic experimerdsscribed in this thesis a
performed atbeamline BioCARS 1-BM-C at the advanced phot@source APS). A
typical experimental set up of the beamline is dbed in the following.X-rays are
generated bynserting bending magnein the path of a high energy electron beiA

Germanium (111) single crystal is used as a  monochromat
(http://biocars.uchicago.edu/page-bm-c-beamline) X-rays of wavelength 0.9 A (E

13.8 keV) withAE/E = 3.1 x 1™ are used. The beamfiscused to a typical spot size
100 x 300 prhat thesample position. The flux of -ray beam in this spot size i5 x
10 photons/s. This flux is used to illuminate icrystalduring the data acquisitio/A

charge coupledevice (CCD)area detector ADSC Q315 is useddoordX-ray photons

scattered from a crystal.
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Figure 2.8 A. A typical diffraction pattern obtained for catalagsing monochromati
x-ray crystallography B. A typical Laue diffraction pattern of photoactivellpw
protein using polychmatic Xrays. Resolution limits are shown for the edgehel
detectors

2.1.16 Data collection

The crystal isinitially exposed to the X-rays i@ random orientatic. A typical
diffraction pattern obtained for catalase to resotu1.9A is shown in Fig. 2.8, The
crystal is thenrotated through a rotation ran¢] (Fig. 2.9A) in steps ofAll. The
diffraction patterns obtained after each rotatimpsare collectec! usually depends ¢
the symmetry of a crystal. A small’] can be selected for a crystal of hir symmetry
while acrystal having no symmetry must be rotated throlg€° (Fig. 2.B). Al is

choserbased on the mosaicity of the crystal and its gipialueis 0.5 ~ 1°.

2.1.17 Data analysis and refinemer
All the steps associated with the data processre shown in Fig. 2.10rograms such as
Mosflm (Leslie, 2006 andHKL2000 (Otwinowski & & Minor, 1997)arewidely used to

reduce monochroatic data. However, we uséMosflm, because iprovides the bes
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v

Area detector CCTY

Figure 29 Scheme fc monochromatic X-ray data collectioA. A crystal (yellown
colored) is illuminated by -rays and rotated about the-axis (in red) durin data
collection. The area detector CCD is shown in gB. The diffraction patterns ar
shown from = 0° to 18(° withA[] = 0.5°.

statistics for protein crystals with large unitlsednd with overlapping reflectio. The
quality of data statisticgbteined from Mosflm is shown in Tab. 3.Three main steps a
involved in data reductio with Mosflm: Indexing, Refinement and Integral. In
indexing, crystal parameters such as unit cell dimensions t&linitial crystal
orientationsare determined. Ithe next step, these two crystal parameters asat the
mosaicity are refinedDetector parameter@etector position and detector orientati
and beam parametefiseam orientation and beam diverge) are also refined. For ea
reflection, two masksra defined such that one mask covers the Bragg aedlanothe
one covers the background. Backgrc-subtracted reflection intensities are determi
by integrating thephoton counts found in the individual pixels. Irdgies are les
accurate for weakna overlapping reflections. Profile fitting is uséal determine th
intensity of suchreflections.Sample profiles are firaderived from well separated a

non-overlapping reflectior and then fitted to the reflectiomsth lower intensities
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Figure 2.10 Scheme for monochromaticray data analysisColumn on the left shov
the steps to obtaistructure factor amplitudes from the diffractiont{gans. Columr
on the right denotes the refinement protocols tprowe the quality of an atom
model, if phases are obtained from a known modé#kerAeach refinement ste
obtained electron density s are inspected with Xtalview.
Thevolume calculated under two dimensional fitprofile yields the integrateintensity
on an arbitrary scaleA common scale factor is required to bring all ttedlection
intensties on the same le\. For that, intenes are assumed on the same scor an

individual diffraction patter as well as for few subsequent on&éke intensities of th

partials from the subsequent images are summeditiptie CCP4 program SCAL
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(CCP4, 1994, Evans, 2006). The summed intensitoes the partials and those from the
full reflections are used to determine the scalgofafor each individual diffraction
pattern. By applying these scale factors, the cafla intensities from all the diffraction
patterns are brought to the same scale. Symmdyriequivalent reflections as well as
reflections with multiple measurements are mergad averaged to obtain unique
reflections. From a list of unique reflections imgéies, structure factor amplitudes and
their standard deviations are calculated usingG#4 program TRUNCATE (CCP4,
1994)(Fig. 2.10). The quality of reduced data isedained by examining th&,,., 4,

I/ and completeness. Ti&,. 4. denotes the agreement between multiple obsengation

of a given reflection.

R T 2= i ) = Tl
merge Zhit 2h=1 Thia ()

(2.18)

where N is a number of multiple observations fa thflection (h, k, ) and,,,; is the
average intensity of this reflection. For largeturglls, overallR, .4, values smaller
than 0.08 ~ 0.1 are acceptables ldenotes the ratio of intensity to their standard
deviation which is equivalent to the signal to eaiatio. This value should be larger than
two in the highest resolution shell. Completeness measurement of the coverage of the

reciprocal space in a full data set and should beerthan 75 ~ 80 %.

2.1.18Molecular replacement and crystallographic refinemat
Once structure factor amplitudes are determinedsedh are required to calculate the

electron density. At coordinates, Y andZ in the unit cellp can be represented as

1 . .
p(XYZ) — VZ Z ZlF(hkl)lelahkl . e—Zm(hX+kY+lZ) (2.19)
h k 1
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where V is the volume of the unit ce]F (hkl)| andang are structure factor amplitude
and phase of the reflection (h, k, 1), respectiv@lizases can be determined using three
major approaches: multiple isomorphous replacem@hiR), multiple anomalous
dispersion (MID) and molecular replacement (MR).alfprotein structure that has a
sequence similar to the protein under investigatisnavailable, then molecular
replacement can be used. Otherwise, one has tmwfdihe complicated process of ab-
initio phase determination with MIR or MAD. The recllar replacement method
involves two important steps. The first step isatioin in which the orientation of a
known atomic model is found in the crystal. The there is translation in which the
positions of correctly orientated search model fatend in the unit cell. If the known
structure has been determined for the same crigstal as the protein to be investigated,
then rotation and translation steps are not reduargymore. The known atomic model
can directly be used as a starting model. Howeefinements are necessary to increase
the agreement between the calculated and the @ukstructure factor amplitudes (Fig.
2.10). Before any of the refinement steps are pexd, all the water molecules and
unwanted cofactors are removed from the initiahatomodel. In our case, the program
Crystallographic & NMR systems (CNS) (Bruengsral, 1988) is used for the model
refinement. As a first step, the orientation ofratpin molecule within the unit cell is
refined by a rigid body refinement at low resolatisuch as 3A (Fig. 2.10). All the
subunits of a protein molecule are treated as dgihains. To correct the large structural
errors in the atomic model simulated annealingnesfient also known as molecular
dynamics refinement is performed. The temperaturea omolecule is first raised

sufficiently high and then the molecule is allowedcool down slowly. Typically, a
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2000K protocol to full resolution is applied forrdge protein molecules. After that,

conventional positional refinement is performedofuimize the atomic positions. The

residual between calculated{f'°) and observedF?Z) structure factor amplitudes is

minimized in a least square method (Eg. 2.20).

restraints

2 .
ZW(|F,§’,€’IS — |FEex,Y,Z,B)|)" + 2 (rPPs — rf4€)?2 S minimum  (2.20)
Rkl i=1
X-ray term Geometric term

(eray) (Qgeom)

The first term in this minimization protocol is & X-ray term or X-ray residual (&),

in which atomic coordinates X, Y, Z and B-factorse dree parametersy is the
weighting factor for this term. In order to increathe ratio of observables to free
parameters, stereochemical parameters such as lbagths, bond angles, dihedral
angles, van der Waals contacts and planar groupsused. If small deviations are
allowed for these parameters during the refinemitily are known as restraints. The
sum of least square residuals of these restramts fts target values is known as
geometrical term or geometrical residual (Eq. 2.B®th X-ray and geometric terms are
minimized simultaneously until convergence is reamchB-factors of all the atoms are
determined using restrained B-factor refinemenhwit20 ~ 40 step protocol. After the
refinement steps, SigmaA-weighted 2mF | DF.,c maps are generated (Rupp, 2010).
These Fourier maps are inspected using a molecig\aer program Xfit from XtalView

package (McRee, 1999).

2.1.19Water search and addition
For a complete atomic structure, crystallographycaisible water molecules are found

and added to the atomic model of the protein. Wiagllecules up to a certain sigmsg (
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level are searched from a difference electron demeap (Bps — Rag. These water
molecules are added to the structure. Howeveheflinding of a small molecule to a
protein is under investigation, one should avoidiag water molecules to the protein
active site. After insertion of all the water maléxs, atomic positions are refined using
conventional refinement. Once generated, electrensity map 2Fs [ Fcac and
difference map §ps [ Feacare inspected. In theys [ Feacmap, positive electron density
may indicate the positions of additional water noales or that of ligands expected to be
bound. The negative electron density may denotéylrafined regions. If the electron
density map reveals misorientations of amino aegidues, they are manually reoriented
into the electron density map using Xfit (McRee,99p Positional refinement is
performed again after these model corrections. Bbtthese steps are repeated until no

obvious misorientations are detected.

2.1.20 Structure validation
Once the atomic model is properly refined, thechesi between observed and calculated
structure factor amplitudes can be determined. fidsglual is known as R-factor, which

can be written as

_ Ykt (| Fops(hkD| — |Foqic (RED])

R
Ykl Fops(hkD)|

(2.21)

where |F,,s(hkl)| and |F.,.(hkl)| are the observed and calculated structure factor
amplitudes, respectively. An atomic model whosea&tdr is less than about 0.25 can be

considered reliable. A Ramachandran plot can atsesied to judge the geometric quality

of an atomic model. This plot shows the possiblptide bond angles({, y) of the

protein main-chain. Unrealistic values can be iiliext for an incorrect atomic model. In
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addition, Luzzati plots@renth, 199) are used to estimatbe coordinate error cthe

calculated model by plotting the-factor as a function of resolution.

2.2 Laueandtimeresolved X-ray crystallography
2.2.1 Polychromatic X-rays
In the Laue technique, a single crystal is illunbggbwith polychromatic -rays to obtain

a diffraction pattern(Fig. 2.8B. Due to thebroad bandwidth of thesX-rays, a wide

Figure 2.11 A reciprocal space representation of Laue diffrantby a stationar
crystal A reciprocal lattice with thorigin at O is shown. Two Ewaspheres of
radii 1/Amin and 1Ams are drawn wheréyin and Amax indicatethe mnimum and
the maximunwavelength of the polychromaX-rays, respectivel\Basis vector:

of reciprocal lattice are represented and . Blue colored reciprocal lattic
points (RLPs) lie between both the Ewald sphered @uerefore satisfy th
diffraction condition. Corresponding reflections areaibed on the detector wi
scattering angle 2 RLPs shown in black are not in the refing positions. Re
colored RLPs (-12, 0) and (-2, 4 0) generate harmonically overlappil
reflections. RLPs (ilgreen) do not diffract because they lie outsidglese of
radii 1/dmin where ghin represents the maximum resolution limit.
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range of the reciprocal lattice is covered. Theimim (Amin) and the maximumif,ay)
wavelength limit of the polychromatic radiation gs/rise to two Ewald spheres of radii
1/Amin @and 1hmax (Fig. 2.11). The diffraction condition is satisfiéor all those reciprocal

lattice points (RLPs) which lie between both theathspheres.

2.2.2 Instantaneous recording of integral intensity

The use of polychromatic radiation provides an opputy to collect integrated
reflection intensities instantaneously without tioig the crystal. As described in
monochromatic technique (Sec. 2.1.11), thdependence of the Lorentz factor comes
from the rotation. This term is absent in Laue mdtiAs a consequence, Laue scattering

intensity depends only dtf.

2.2.3 Spatially overlapping reflections

A Laue diffraction pattern is typically very crowdlevith reflections as compared to that
obtained from the monochromatic method. Consequeatllarge number of spatially
overlapping reflections is present. This overlaguss due to a very small angular
separation of the adjacent diffracted X-ray bearhe T™ensity of overlapping spots
depends on the scattering angtea® well as on the geometrical conditions suchas t
unit cell parameters (Cruickshamk al, 1991). The spatial overlap can be resolved by
using analytical and numerical reflections profil&sese profiles are derived from the
well-separated, non-overlapping reflections andnthmed to separate these spatial

overlaps (Ren & Moffat, 1995).

2.2.4 )\-curve for wavelength normalization
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Figure 2.12 A typicali-curve determined from an experimental data set collecit
beamline BioCARS4-ID-B at Advanced Photon Source (AP&ull width half

maximum (FWHM) of the curve is 0.0¢
The intensity of the polychromatic radiation varias a function of wavelengt
Therefore, reflections are excited by differentgfrencies and intensities dependirn
the orientation of the crystg(Schmidt, 2008, Reret al, 1999) These reflection
intensities must be brought to a common scale. prosedure is known as wavelen:
normalization that results in a so callg-curve (Srajetet al, 2000) TheX-curve can be
determined directly from the datat of original and unscaleckflection intensitie using
single order Bragg reflections also known as sisgldhis curvecorrects for all
wavelengthdependent parameters such as the source spectetecta response, the
overall absorption correction and scattering fronergstal. If theX-ray spectrum of
employed Xrays is not stable, the determination of il-curve is difficult. A typicali-

curve of full width half maximum (FWHM) of 057 A obtained froma synchrtron X-
ray source as shown kig. 2.1..

2.2.5 Harmonically overlapping reflections
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When Bragg's law is applied, many orders of eachgBrreflections such as (@), (d/2,
M2), ..... (d/n,\M/n) may be stimulated simultaneously. All of there acattered at the
same angle and therefore exactly superimpose odiffin@ction pattern (Fig. 2.11). This
is called harmonic or energy overlap. For exampddélections (2 4 6) and (4 8 12)
generate harmonics and share a common index (1 2h&) harmonic overlap mainly
applies to reflections at low resolution. If thesaflections are dismissed from the
analysis, the completeness of the low resolutida gareduced. This effect is referred as
the ‘low resolution hole’. To resolve the harmooieerlap, a particular harmonic and its
symmetry mates are measured multiple times atrdiftecrystal orientations (Ren &
Moffat., 1995). Thé\-curve must be already determined as describedarSec. 2.2.4.
As an example, here we show how to resolve a hammanwhich three orders of
reflections are superimposed. The observed inteasa given harmonié®”s at different
crystal orientations can be written as linear corabon of individual intensities

1995 = Q411 + Q4515 + 24315
Ié)bS == /12111 + /12212 + /12313 (2.22)
185 = Q31 1y + Q3215 + Assly

where I??S is the intensity of a given harmonic &t orientation,/; is the individual
reflection intensity of*" order reflection and;; are the component afcurve, which is
known. EqQ. 2.22 can be rearranged in a matrix sgmtation

I°0 = AT (2.23)
whereI°?* are observed intensities of a particular harmaftican be determined from

the\-curve. Individual intensities can be calculated by matrix inversion.

2.2.6 Scattering background
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Figure 2.13 A scheme of tin-resolved Laue crystallographyA short laser puls
(blue) generated from a pulsed laser is used factien initiation in a crysta
(yellow) at time 4. Pulsed >rays are generated by the undulator, which con$ts
series of magnetas shown in red and green. Theray pulses (black) are used
probe the subsequent structural changes at timaydeft; after the laser pulse. Lat
reflections are recorded on the CCD area detectpey)

A large fraction of the polychromatic-rays does not diffracdinto Bragg reflections

This fraction generates scattering background. Baskground could be due to vari

factors such as crystaisorder, scattering by trcapillary, scatteringpy air and Compto

scattering. As a consequenit is difficult to determine very weak reflection intensit

that usually appear dtigh resolution. The background can be significantlyucsdl by

using radiatiorwith smaller banwidth. A highly intense Xay beam ofa narrow band

pass (Grabeet al, 201]) can be generated by using an unduldore has to ensure tr

the beam is largenoughto cover the band width acceptey &ach reflectionWith this

undulated radiation,ada collection at higlr resolution becomegossible andeflection

intensitiescan be measured with higher accu (Srajeret al, 2000).

2.2.7 The mosaicity
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The Laue method is very sensitive to the crystasamoity. If the mosaicity is increased,
Laue diffraction spots become elongated. In mosegathe elongation of these spots
further increases when a reaction evolves in aepratrystal. Visual inspection of the
spots-elongation in the Laue patterns may be anpatemethod to check whether
reaction initiation is successful or not. Highergsaigity causes additional spatial overlap
in an already crowded Laue image. Therefore, diystiah the mosaicity in the range of
0.2 ~ 0.4° should be used for time-resolved expertm€Schmidtet al, 2005a, Iheest

al., 2005).

2.2.8 Time-resolved Laue method

The use of the entire bandwidth of X-ray reduceseakposure time by several orders of
magnitude as compared to the monochromatic metBi@jefet al, 2000). A Laue image
can be collected on the order of 100 picosecondsh Short exposure times make this
technique an excellent choice to investigate theadvics of bio-molecules (Amordet
al., 1975, Cruickshanlet al, 1987). In time-resolved investigations, a reacti® first
initiated and then subsequent changes are proliédpaiychromatic X-rays at different
time delays A4t) (Fig. 2.13). The time resolution of these expenmts depends on the
duration of the laser pulse or the X-ray pulse,clbver is longer. Reaction initiation can
be achieved by various methods such as a rapidgeharthe concentration of substrates,
cofactors, protons or electrons or by a rapid ckamgthe temperature or pressure.
However, the photo-activation of a chromophore make embedded within the protein
is the most convenient one and widely used. Fomgia, the photoreceptor PYP can be

easily activated on the order of picoseconds aet éigher. .
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2.2.9 Sample mounting

Timevesolved diffraction experiments are performedmbiant temperatur A protein
crystal ismounted in a glass or quartz capillary of 1mm di@n (Fig. 2.1<A). A small
drop of stabilization buffer is placed at the end of dagillary to keep the crystal mc
(Schmidt et al, 2005a) If the crystal is dry, it degrades fasiduring its repetitiv
exposureo the consecutive laser pulses. On the other hawrdystal emedded into too
much liquid can easilynove from it mounting positiorafter exposure " a laser pulse.
The capillary ismounted on the goniostat in a direction perpendictd boththe X-ray

pulse and the laser puldég. 2.1:A).

e

:;;][;ill-

Laser

. 1 &
/ : v h=90 L =% um /"
: T | . || .-

[ Vi —— =

Yoz T . PYD oryatal i

: i 1 | /
\, ! : 2 e
OlyCl’lI‘Omdllu R-TE ays PYP i H : / 4
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o= 530 pm ————! f
1

Figure 2.14 A. A penci-shaped long PYP crystal mounted iglass capillaryfor the
time-resolvedexperimeni. Black solid line represents the total translatioh the
crystal during the entire data collection. The ridéa axis of the crystal is shown
green. Laser spot size (blue) an-ray spot size (red) are showrigure from Schmidt
et al., 2010B. Geomé&y of PYP crystal settirs while illuminated by -ray and laser
pulses. The Xay beam (red ellipsoids) probes the volume near ghrface of th
crystal that isilluminated by the laser lig. Thediameter of the laser bearblue) is
200 um, which is sistantially larger than the horizontal componentthe X-ray
beam (h = 90 um). This facilitates the alignmerdgadure. Arrow on the left denof
positive y'displacemerts of the crystal. A part of elliptical region (in onge) show:
the new position of Yay beam after \-displacement. The crystal translation alc
the long axis is 440 um. The length, leff = 530igmsed for the dose calculation. 1
the thickness of the crystal. Dashed box: approtionaof the beam with |
rectangular box, dtted box new position of the Xay beam after displacement
Figure fromSchmidt et al., 201:

0 um (h) x 60 um (v)

www.manaraa.com



50

2.2.10Experimental setup

All time-resolved crystallographic experiments désed in this thesis are performed at
beamline BioCARS 14-ID-B at the Advanced Photon r8eu(APS). A typical
experimental setup is described in the followingoulse from an Nd:YAG pumped laser
(Opolette HE 1) is used to initiate the reactiam the crystal. The full width half
maximum (FWHM) of the pulse is about 4ns. It isygported through a tapered fiber and
focused to ~200 um spot at the sample position.nié@sured energy density of the laser
pulse at the sample is 4 mJ/Mmmfter reaction initiation, subsequent structurhinges
that may range from nanosecond to second are propgublychromatic X-rays. Short
and intense X-ray pulses of 100 ps are generatmmh fan undulator. The average
wavelength Xav9 of the X-ray radiation is 1.05 A (Fig. 2.11) whicorresponds to an
average energy (&) of 11.8 keV. The bandwidthE, Eayg is 10%. Each X-ray pulse
contains 3.5 x1¥¥photons (Grabeet al, 2011). The X-ray pulse is focused at the sample
position to a typical spot size of 90um (h) X 60 & where h and v denote the full
width half maximum (FWHM) of the pulse in the hat#al and vertical direction,
respectively (Fig. 2.14A). The Laser pulse and teay pulse are orientated
perpendicular to each other as well as to the leapiin which the crystal has been
mounted (Sec. 2.2.9). In most cases, protein dsyst@ exquisitely optically thick and
therefore, the laser pulse penetration into thetafys shallow (Fig. 2.14B). This results
a reaction initiation primarily close to the illunated crystal surface. The crystal is
positioned in the X-ray beam such that only thisfasie layer is probed by X-rays
(Schmidtet al, 2012). To determine the precise position of shisface layer, the crystal

is translated in the vertical direction across ¥way beam and several diffraction
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patterns are collected. Once the X-ray beam cradsesdge of the crystal, diffraction
pattern starts to fade. By analyzing these patt¢hesedge can be determined. With this,
the overlap of X-ray beam with the laser illumirthteolume can be maximized (Fig.

2.14B). This procedure is known as edge scan (Sithenhal, 2012, Grabeet al, 2011).

2.2.11 Data collection

A time range that covers a reaction from the narmsds to the end is selected. Time
delays (N) are equally distributed on the logarithmic scalth typical 3 time points per
logarithmic decade. Once a time series is collefttad one particular crystal orientation,
the crystal is rotated by an angh® for another orientation. These orientations are
selected such that they are maximally spaced aceagsrocal space. The advantage of
this protocol is that if an experiment terminatesnpaturely, the collected data don’t have
any preferred orientation. One can calculate a mgéu electron density map even from
an incomplete data set. The angular rangelepends on the bandpass of the employed
radiation (Reret al, 1999). The values af6 between 2 ~ 3° are usually sufficient. Each
time when a crystal is reoriented, it is also tlatesl along its long axis so that a fresh
volume can be exposed (Fig. 2.14B). In this typelaf collection, time acts as a fast
variable and orientation as a slow one. For a cetapiata set, Laue images at several
different orientations (fy of the crystal must be collected. Usually, thember of
photons in a single pulse even from the strongestyXsource is not enough to produce a
sufficiently strong diffraction pattern. Three teven X-rays exposures gNare required
per diffraction pattern for an acceptable signahtise ratio depending on the crystal

size. A typical Laue diffraction pattern obtainea PYP with 4 X-ray exposures is
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shown in Fig. 2.8B. Between two exposures, one lsheait for enough time so that the
sample can revert to its initial state. The waittige depends on the velocity of the
reaction. For a fast reaction, the waiting time ¢t@nshort. A reference or dark data
without laser illumination must be collected forckacrystal to minimize the crystal

specific errors.

2.2.12 Data reduction by Precognition

The goal of data reduction is to determine the @teueflection intensities from the raw
Laue diffraction images (Fig. 2.15A). For that, @ftware packagd’recognitionand
Epinorm (RenzResearch) is used. The first steps are indead integration, which are
performed withPrecognition The final steps is scaling for whidBpinorm is used.
Indexing is the assignment of the Miler indicesaliospots on a Laue image. Indexing is
typically required only for one image because aagtglations between the indexed and
all other patterns are known. An initial estimatetlee unit cell parameters and crystal
orientations is obtained. The best orientation tteen be selected based on number of
matched spot as well as on the root mean squaratibes (RMSD). With this selected
orientation, the displacements between the obseawmeldpredicted spots in the indexed
pattern are then minimized by adjusting the geo®tparameters such as unit cell and
detector parameters. This process is known as geoalaefinement. The RMSD and
the number of matched spots are the two criterachvare inspected to judge the quality
of refined data. Once the indexed image is propeelyned, its best orientation is
distributed to all other images. These images @fiaed with respect to the first indexed
image. The next step is to integrate the Laue spothe images. Before we do that,

overlapping spots must be separated.
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Figure 2.15 A. The main steps associated wtime-resolved Laue€ate processing.
Steps shown in pink boxes are performe available software (Schmidt et al., 20
& Schmidt et al., 2004B. Analysis of timeesolved spectroscopidata. A matlab
script for data processing and the Matlab fittirmutine are shown in trappendices.

www.manaraa.com



54

For example, spatially overlapped reflections ageotivoluted using analytical profile
fitting as discussed in the Sec. 2.2.3. On the rothend, resolving harmonically
overlapped spots (Sec. 2.2.5) is not straightfodwAs mentioned, a lambda curve (Sec.
2.2.4 & Fig. 2.12) is first generated and then mgpto separate these spots. Integrated

intensities for the resolved diffraction spots #@ren obtained.

2.2.13Scaling by Epinorm

Integrated reflection intensities from diffractismages corresponding to the different
orientations are on different scalgpinormis used to bring them on the same scale. For
that, an initially estimated-curve is used for wavelength normalization (Se@.4).
Scaling parameters are then applied to these nimedaintegrated intensities. Once all
the reflection intensities are brought to the sawede, the final step is to merge all the
redundant and symmetry-related intensities. As altea list of unique reflection

intensities is obtained, from which structure fa@mplitudes can be determined.

2.2.14From structure factor amplitudes to electron densiy maps

After data processing, structure factor amplitudiethe initial dark stat¢F>5, . (hkl)| and

a corresponding set of time dependent structureorfammplitudes|F,;, (hkl,t)| are
obtained (Fig. 2.15A). To generate electron dengiyps, not only structure factor
amplitudes but also phases are required. For tesehred experiments, the dark state
model must be available. From this model, the dated structure factor amplitudes
|F2,.(hkl)| with their phases¢l,. can be obtained. Observed structure factor

amplitudes of darkF2,.(hkl)| are scaled to the calculated dié,.(hkl)| and hereby

brought to the absolute scale (Schmedt al, 2010). The time-dependent observed
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amplitudegF,,s(hkl, t)| are then scaled to the reference data in ordering them also
on the absolute scale. Difference structure faatoplitudesAF,,s(hkl, t) for each time
point are calculated by subtractihg?, (hkl)| from the|F,,(hkl, t)|. The difference
amplitudesAF,,;(hkl, t) corresponding to each time point are multipliedabweighing

factorw, which is given by

1
W=7 AF(hKL t)? (2.24)
I+ %5 BFGrRL D)

whereo is the standard deviation ¢&F,, (hkl, t)|. This ensures that the observations
with large uncertainties and those with large défees in structure factor amplitudes are
down-weighted for the difference map calculatiomeTweighted difference structure
factor amplitudes are normalized by the averagehtigig factor to keep them on the
absolute scale. Phasgg,,. calculated from the dark state model are combiwét
weighted difference structure factor amplitudegAF,, (hkl,t)|. Weighted time-

dependent difference electron dendip(t)are calculated as

1 . .
Ap(t) — VZ WlAFobs(hkl; t) |equ?alc(hkl)e—Zm(hX+kY+lZ) (2'25)
¢ nkl

whereX, Y, andZ are components of the position vector in the coaté system of unit
cell, h, k, and!l are indices of Laue reflectiong, is the volume of unit cellsy is the
weighting factor of the difference structure factonplitudes|AF,, (hkl, t)|. Electron
density on an absolute scale directly relates ¢ooittupancy or fractional concentration

if the structural differences are small and nosenioderate. This is referred to as the
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Figure 2.16 Difference maps near the-cinnamic acid (pCA) chromophore in P.
The dark state model is shoun yellow, red and blue representing carbon, oxy
and nitrogen atoms, respectiv. Postive electron density features: blue or cy
negative electron density features: red or w. Contour levelsred/white +30/-40),
blue/cyan (+3/+40) A. Dark subtracted from intermediate state pB. Dark
subtracted from intermediate

difference approximation. T obtained electron density ns®pan be inspected with t
program Xfit as also mentioned in the monochromatic me. A typical difference
electron density map is shown in Fig. 2.16.d3itive and negative electron dens
peaks are observad thesedifference maps . Negasvelectron density featur
represent the loss of electrons and account faetlaboms which were present at a gi
position in the dark model and have moved away ftheir positions to occupy ne
positions.On the other hand, the positive electron ity features denotes the gain

electrons and account for the new positions occlipyeatoms

2.2.15Singular value decomposition of difference electrodensity mag
The time courses of weighted difference electronsdg maps are analyzed by silar
value decomposition (SVD) using the program SVD4(Schmidtet al, 2003, Zhao &

Schmidt, 2009).
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Figure 2.17 A scheme of Singular value decomposition ({. The data arranged i
a matrix Anxn The matrix A is decomposed into the matrin, containing left
singular vectors, the diagonal matriy, having diagonaklements and the mati
V' With right singular vector:

In the difference electron density map, a confimedion is specifie for the SVD
analysisbecause other parts of the map do not contain bkduaformation and add on
noise to the analysiirst, those regions are selected for the makkre large changes
the electron density map are expec The mask is themsvolved by allowing only thos
grid points where the difference electron denstgpliove or below a certaénlevel that
occur atleast in one time point (Thevalue represents the root mean square deviati
the difference electron density maps from the meane determined for all the gr
points). The masked data is arranged in a dataxr(@) which is thendecomposed by
SVD into left singular vectors (columns of U), rigsihgular vectors (columns of V) al
corresponding singular values agonal elements of S) such that USV' (Fig. 2.17).
The left singular vectors (ISVs) contain the timéependent structural informon. The
temporal variations of these ISVs are containedamesponding right singular vectc
(rSVs). Singular values obtained from the diagonal matmxply the number ¢
significant rSVs.Typically, the first couple of rSVs argignificant and alother contain

noise. For example, tivo significant singular vectc are presenthe first ISV represen
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an average of the difference electron density maps first rSV describes its time
dependence. The second ISV contains the deviatan the average difference maps
and its temporal variation is described in the sdcoSV. In general, the number of

significant vectors is equal to the number of kinptocesses involved in a reaction.

2.2.16Kinetic analysis of Laue data

A major step to perform the kinetic analysis invedvthe determination of relaxation
times of the associated kinetic processes. Thetiiaoes of significant rSVs are a linear
combination of the true time-dependent concentnatiof the associated intermediates.
The significant rSVs are fitted globally with a surh exponentials. The equation for

fitting of ] rSVs withi relaxation times can be written as

1
rSV; = Ao + Z Agje T (2.26)
07

wherej is the number of significant rSVjs the number of exponentials required for the

f" exponent term for th@" rSV. Associated relaxation

fitting, A; is the amplitude o
times ;) and corresponding macroscopic rate coefficiemts £ 1k;) can then be

calculated which infer the number of kinetic prasmssevolved after reaction initiation.

2.2.17 Posterior analysis

In a time-resolved diffraction experiment, each eidependent difference electron
density map\p; in a time-series may consist of a mixture of twormre intermediates.
The extent of this mixture depends on the undeglyinemical kinetic mechanism. Once

the structures of these intermediates are knowaotiserved\p; can be fitted by the
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Figure 2.18 Two examples of kinetic mechans used for slower part of the P\
photocycle A. From source S, intermediate pB forms with rate focieht k. The pB
decays into ground state, | with the rate coefficients,kB. From theintermediate
pR, amther intermediate pB forms witk, which then further decays into the grot
state pG with thek An alternate path from the early intermediatetplfthe pG with
rate coefficient kis alsopossible.

calculated timedependent difference ectron densities using posterioralysis. This
analysis is equivalent tkinetic target analysis (van Stokkuet al, 2004) and is
performedusing the program GetMe(Schmidtet al, 2004,Schmidt, 200). A given

reaction can be appropriately defined by sevenaétic mechanisms; however for t
analysis, a simplified mechanism should be sele For example, two kineti

mechanisms that can be employed for the slowergbaine PYP hotocycl¢ are shown in
Fig. 2.18. In the first one (Fig. 18A), the intermediate pB forms frola not nearer
specifiedsource S with the rate coefficier;. The pB then decays to the ground state
with ko. In Fig. 2.18Btwo intermediates pR and pB are invoh pB formsfrom the pR
with the k and decays into pG with the, An alternate path from thpR to pG is also
possible with k. All the calculations regarding posterior analyaie performedby Prof.

M. Schmidt. However, for a better understanding, tresults obtained from the:

analyses aralso discusse in the thesis.

2.3 Time-resolved spectroscopy

2.3.1 UV-Vis radiation
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The chromophore (Fi@.19) is responsible for the color of biomolecul# this molecule
is excited, the energy difference between the giand excited state may fall within t
range of either theisible or the ultraviolet spectrunTherefore, these portions of t

electromagnetic spectrt are appropriate for UV/Vispectroscopic invesiations.

2.3.2 Chromophore

Figure 2.19 Chromophoreof photoactive yellow protein (PY.FS denotes th
thioester bondhrough which the chromophore is linked to the e

The chromophore is an aromatic system in which mesaakyicoupled doublbonds
exist. The valence band electrons are delocalinddcan freel movewithin the bondin
network. When a chromopho moleculeis illuminated with visible light of a certa
wavdength, configuration: (trans/cis) changes occur. This magger conformationg
changes of the proteifror example if the chromophore ophotoactive yellow protei
(PYP) absorbs a blue photon, it isomerizes fthe trans to thecis configuration As a

result,large conformational changes may otin the surrounding protein matrix of P®

2.3.3 Beer-Lambert law

When visible light passes through a san certain wavelengths are absorbed others
are transmittedAbsorption depends on the chemical species présehe sample. Th
absorbance of ahemica speciesn a given sample can be calculated usthe Beer-

Lambert law which is given |
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i.2mun

Figure 2.20 Two types of samples are used for the -resolved spectroscop
experiments A. An image of the capillarwith thePYP solution. Three drops of s
~200 nL and one drop of size ~350 nL are mountedhiege a singlecapillary. B. A
PYP crystal crushed between two cover slides. filc&rtess of the crushed crysis
approximately ~2um. Laser light (blue circle) agh visible light (red circle) are
focused to a spot sizf 1.2x 1.2 mm and 220x 220 pn, respectiveh C. Scheme of
a crystalline sample, where C1 and C2 representdmeer slides placed ( the top of
each other and C3 denotes a protein crystal (y€) squeezed in betweeD. Sample
not sealed properly. Crystals of ammonium sulstart to form.

where is the absorbance of a particular spe is the intensity of incident ligt is
the intensity of light transmitted through the sém is the extinction coefficient (c?
mmol™) also known asbsorptivity, is the optical pattength, c is the concentration
that specie in the sample. The absorb is reliable below~1.5 absorption units (a.t

because nonlinear effects start to appeavalues higher than that.

2.3.4 Time-resolvedspectroscopicinvestigations

Similar to timeresolved crystallograph(Chapterl & 2), a laser pulse of particular
wavelength is used to triggea reaction in gprotein. The subsequent spectrosce
changes are thgirobed with visible light at differetime delays\t; after the laser puls

Instead of probingstructural changes with -rays, herewe monitor spectroscopic
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changes. With time-resolved spectroscopy, the ¢ooias well as the decay of several

intermediates in the protein can be examined.

2.3.5 Sample preparation

2.3.5.1 Protein solution in a capillary

The concentration of a protein sample is optimigadh that its maximum absorbance
Anax lies in the range of ~1 a.u.. A suitable buffer7f2.ammonium sulfate, 50mM
sodium phosphate, pH 7.0) is used for the dilutbrihe protein in order to adjust its
concentration. The optimum concentration varies different proteins and its typical
value varies from 1 to 4 mg/mL. A drop of 200~800 mrotein solution is placed in a
glass capillary of diameter 1mm (Fig. 2.20 A). Adar sized drop of dilution buffer (not
shown) is also placed in the capillary so that dbsorption spectrum collected for the
buffer can be subtracted from those obtained femptiotein. This eliminates the effects of
the dilution buffer on the protein spectra. Threefive drops of a protein may be
mounted in a single capillary so that several erpemts may be performed with the
same capillary. This avoids the mounting of a nam@le each time when the sample in
a particular drop is bleached or destroyed. Epexysed to properly seal the capillary in
order to avoid drying out of the protein solution.

2.3.5.2 Protein crystals crushed between the cover dlides

Protein crystals may be unusually optically thidRYP for example has a molar
absorption coefficient of 45500 énmmol' at 446 nm. The monitoring light is
significantly absorbed. If the PYP concentrationite crystalline form is ~100 mM, a
crystal of thickness 200m corresponds to ~ 100 a.u.. These high valuesvgressible

to measure. To obtain absorption spectra whoserladisoce unit ~1 a.u., a crystal of
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thickness 2um is required. To fulfill this requirement, crystadre crushed to produce a
micron thin layer of crystalline sample. This sigantly reduces the optical path of the
probing beam through the sample. For the sampl@apagon, a small drop of

stabilization buffer is placed on the siliconizedver slide (Hampton Research) of
diameter 12 mm (Fig. 2.20B & C). A protein crystal then looped and immersed
properly in the drop of buffer. The stabilizatioaffer is not only necessary to prevent the
disintegration of protein crystals but also it kedipe crystal moist. The crystal is covered
by another cover slide of the same size and thetlygequeezed in between to achieve
the required thickness. This assembly is quickbles® with epoxy. If the sample is not
sealed properly, crystals of ammonium sulfate usethe stabilization buffer start to

form (Fig. 2.20D).

2.3.6 Sample mounting

A setup where we have mounted the sample is showimei Fig. 2.21A. A capillary Cp
containing the protein solution can be easily medrin the goniometer such that its long
axis is perpendicular to both the laser and thibleidight (IVL) (Fig. 2.21A & B). This
ensures that the sample volume which is illumin&igthe laser pulse can be probed. On
the other hand, mounting of the cover slide isthat straightforward, because the cover
slide has a flat circular area and cannot be plaegdendicular to both laser and visible
light. To probe the illuminated volume, the covides has to be tilted by 40~45° towards
the direction of laser light as shown in the FIQIZ. The illuminated volume is further
maximized by tilting the laser beam about ~30° frdme horizontal direction (Fig.

2.21C). With these geometrical adjustments, a gsemnple volume that lies in a tilted
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plane can be easiljjluminatedwith the laser pulses. Thikuminated volume cathen be

probed with the visible ligt.

e}

Figure 2.21 A. Image of the sample environment of our n-spectrophotomete
setup. LP:laser pulse, 1V: incident visible light, TVLIight transmitted through th
sample,Cm: cameraCr: cryojet stream, Cp: Capillary. Cgontaining proteir
solution is mounted on the goniostB. A drop of protein solution, S (orang
mounted in the capillary (light grey rectangle).eltapillary is inthe forizontal plane
(dark grey). It is alscpempendicular to both the laser (blue) and the visibgght
(green).C. A crystal, S (orange) is crushed between two celides (light grey
ellipses). The cover slides are in a plethat is tilted (dark greytowards the lase
light. To optimize the overlap between laser argible light, the laser beam is al
tilted around 25~30fowards the visible light as shov

2.3.7 Setup of a selfdesigned fast micr-spectrophotometer

A scheme for all the components involved in theigas shown inFig. 2.22A. For a
reaction initiation in the sample, a nanosecondrlasilse(PL) from anOpotel HE 355II
laser is used. A polarizer, POL (Glan Laser ThoHd)is used to attenuate tllaser beam
as necessaryfhe beam is focused and couple a 600 pm fiber OFlwhich is used to
transport the light to the sample. The intensita ddiser beam should be tuned suchit

contains enough photons to effectivtrigger a reaction but does ristroy the prote.
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Figure 2.22 A. A schem of the inhouse microspectrophotometer designed in ou.
PL: Opollete HE llpulsedlaser, VIS: visible light source, SHt-Shutters, POL
polarizer, OF13: optical fibers, L-8: lenses, M#4: mirrors, G: grating, TC: cryoje
stream.B. Scheme of the image intensifier t equipped with amicrochannel plat,
MCP. A photocathode (in blue) emits electrons upomdert photons of a particule
wavelength. ¥ : voltage between input and output windows : voltage across th
MCP. The MCP comprises many channels (slightly tiltediZomtal lines). The
photoelectons accelerate while passing through these chaniThe accelerate
electrons generate sendaryelectrons (curved lines), whi@re converted to phototr
by thephosphor screen (in green). Tamplified intensity is finally detected by C(
sensor (vertical line)C. A typical spectrum of the Xenon light source engiofor
optical monitoring of a prein sample.
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Shutter, SH2 (ThorLab, SC10) is used to avoid &t exposure to the laser beam. To
probe the spectral changes in the sample aftelaiez excitation, a continuous visible
light source (VIS, Asahi spectra Xe 300W) is emplylts spectrum acquired from our
spectrophotometer is shown in the Fig. 2.22C. Amotihutter, SH1 (ThorLabs, SC10) is
used to expose the sample to the visible light dolya short period of time. The
minimum opening time depends not only on the shutiechanism but also on the
employed electronics. For our setup, a minimum opetime of 12~15 ms is possible.
The visible light is coupled into tapered fiber, )land focused to a spot size of 220 x
220 unf at the sample position, S. Light transmitted tigtothe sample is collected into
a 400 um optical fiber, OF3, which is focused usmtens (L6-L8) and mirror (M1)
assembly (courtesy Bio-cars, enclosed in black ethshctangular box as shown in the
Fig. 2.22A). The light is then sent to the spedtatpmeter, Shamrock 303 (Andor
technology), where it is dispersed into differergvwelengths by a diffraction grating, G.
The dispersed beam is captured by a charge codphade (CCD) sensor which is open
for a certain period of time referred to eposure time In our spectrophotometer, the
CCD camera (Andor istar) is equipped with an imedensifier tube (Fig. 2.22B). The
tube contains a photocathode which emits electmimée photons are incident on it.
Depending on the voltagegythese photoelectrons reach the microchannel, j\&@P,

of thickness 1 mm (Andor iStar manual). This platasists of many channels whose

widths are 10 pum. Since a high voltagg i the range of 600 ~ 1000 V is applied across

' Words in italic in chapter 3 represent the termatthre related with synchronization

and timing scheme of the micro-spectrophotometer.
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the MCP plate, photoelectrons cascade down the neha\s a result, secondary
electrons are generated. The clouds of electroastlan converted to visible light
photons by a phosphor screen. This way, the intitigimt is amplified and reaches the
CCD chip. The amplification factor depends on téage \a, which is denoted as the
MCP gain A higher MCP value may be selected for those tspd@ving a weak photon
count. Signal to noise ratio can also be improvgdaberaging multiple spectra. The
number of spectra to be averaged is referred tacaamulation numberThe image
intensifier can also be time-gated such that thensifier is open for a given period of
time at a desiretime delayAt; after a trigger. The Q-switch pulse from the lasary act
as a trigger. The duration for which the intensifiebe opens is referred to psilse
width. In a typical spectrophotometer, there is a mimmtesponse time between
receiving an external trigger as an input and thexeation of a program initiated by the
trigger. This response time is denotediresertion delayhere This delay defaults to a
certain value which varies for different spectromoeters. The delay for our
spectrophotometer is 34 ns. A cryojet stream (QkfBIT 1l) is used to control the
temperature at the sample position. Temperaturéiseimange of -150 to 300 °C can be

maintained by using the gas stream.

2.3.8 Timing scheme for synchronization

The synchronization scheme as shown in the Fi@ &.2lescribed in the following. The
laser flash lamp is operated with a frequency oH20 An electronic pulse of the laser
flash lamp output is fed into a digital delay gexter (DG645, Stanford Research

Systems). As a result, the DG645 is externally Byortized with the laser flash lamp. A
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100 pus pulse is generated with the DG645 and tetayed by 146 us with respect to the
flash lamp pulse. This pulse is used to externaifyger and activate the Q-switch. A
delay of 146 ps is selected because with this délaynaximum intensity of the output
laser pulse can be obtained. After 40 ns of thewifeh trigger, the light pulse exits from
the laser and subsequently excites the sample QFeeitch output is sent to the iStar
camera of the spectrophotometer which hasnaertion delayof 34 ns as mentioned
earlier. The value oinsertion delaysmaller than 40 ns ensures that the data collection
sequence can be started 6 ns before the samptebig the laser pulse. All the important
variable settings such @me delaysaccumulation numberpulse widthsCCD exposure
times relaxation timesbetween two successive frames &3P gainsare provided by
the data collection software. These variables mptaged in section 3.3.8. The electronic
output pulse from the spectrophotometer also cajgd monitor pulsés amplified with
another digital delay generator (DG545 courtesy(BIRS). The amplified pulse is then
delayed before it is used to operate the visilgatlshutter SH1 as shown in the Fig.
2.22A. With this generator, the time at which theutter is opened can be exactly
controlled and changed accordingly for all time delays

The timing scheme for synchronization has recemggn modified in our lab (Purwat

al., 2013) (not used in this thesis). In the updatgiesie, the pulse that activates the
iStar CCD and collects a time-point is externayayed by the DG645. The dependency
of the exposure timen thetime delayss eliminated. Consequently, the effects of dark
currents that were large in the previous schemebeagreatly minimized. The flashlamp
TTL output is directed to DG645 as an externalgeigas in the original scheme,

however the Q-switch is activated by a pulse fro@®6@5 delayed by about 50 ms. This
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provides enough time to open the Xe lighttter (SH1 in Fig. 2.28). As a result, he
first laser pulse can be utilized for the dataexilbn prposes. Timeaesolutionis also

improved.

2.3.9 Display of selected pulses during data collectit

Figure 2.23 Electronic pulses monitored with the oscillosc during time-resolved
spectroscopic experimer Pulse 1 (yellow): reference |se from the DG645; Pulse
(magenta):output pulse from the -switch of the laser; Pulse 3 (cyan): output pt
from the vigble light shutter; Pulse 4green): output gate mmitor pulse from the
Andor iStar spectrophotometer. TH" pulse denotes the time during which the im
intensifier of iStar is operA. A reactionis started with the laser pulse e changes
are probed for 6Qis at the time delay of 77&. The minimurpossible time 13 ms

shown during which the visible light shutter is ngB. An enlarged view of panel .
The delay of 146 between the flash lamp pulse (yellow) and tl-switch pulse
(magenta) is selected to maximize the intensitgefaser puls. 3¢ and 4" pulses are
thesame as described abc

A digital oscilloscope (LeCroy40S, 400MHz) is used to monigut and output pulse

before and during the experiments. Four pulsesbeamspectedt the same tinr (Fig.
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2.24). The selection of these pulses is describetthe following. The reference pulse
from DG645 that trigger and operate the Q-switclsaetected as the first one to be
displayed. This pulse is also used as a triggeth@ioscilloscope. Output pulses from the
Q-switch and from the visible light shutter arepiisyed as second and third ones,
respectively. The last pulse to be monitored is dbgput gate monitor pulse from the

Andor iStar spectrophotometer.

2.3.10Description of the Andor Basic data collection sofvare

The data collection software is written in an Angooprietary programming language
called Andor Basic. A list of desirdtme delayss generated with a Matlab script such
that all thetime delaysare equally distributed on a logarithmic time scaith at least 3

to 4 time points per logarithmic decade. Typicalyme range from several nanoseconds
to seconds can be covered. The Matlab genetateddelaysare scripted manually into
the data collection sequence. The coreqiosure timebas to be determined for each
time delay Theexposure timenust at least be equal to the sum of a partiditae delay
and the correspondingulse width This is one of the limitations for thexposure time
mandated by the Andor spectrophotometer. Anothgrerative limitation is that the
minimum possiblexposure timés 2 ms. With our current setup, time points & & 20

us can be investigated. For time points faster tiiab, not enough photons reach the
sensor. For fagtme delays pulse width of 2@is is selected to obtain absorption spectra.
Then the correspondingxposure timesthat fulfill the minimum criteria set by the
instrument as described before, are computed.ifaerdcales such as 2S5 ~ 500 ms, the
ratio of thepulse widthand theexposure timéalls between 0.8 ~ 0.04 (Fig. 2.25A). The

effects of the dark current are negligible for thepectra (Fig. 2.25D). In order to further
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Figure 2.24 Reasons for the CCD dark curri and their effects on the absorpti
spectraat different time dela. A. For thetime delay 50 pus with pulse width of 24
the ratio of pulse width to exposure time is laeg®ugh and almost no effs of the
dark current are observed in the spectrum (P&D) B. For the time delay s with
the pulse width oR0 us, this ratio is very small whichads to significant dar
current. The spectrum becomes noisy (PeE). C. For the same time delay of
sec, thepulse width is increased 200us. This setting provides a highpulse width
to exposure time rati(This can subsntially suppress the dark noise (PaiF).

enhance the intensity of these spectratMCP gain of 50 is applied. With this gain,
smooth spectra can be obtained time delaysrom 25us to ~ 500ms. In the case of
longertime delayg1 ~ 5 s) theexposure timebecome relatively lamydue to instrumer
limitations; howeverthe pulse widthis short as mentioned earliés a consequence, t
ratio of pulse widthto exposure tim is extensively smal(Fig. 2.25B)and the spectra
become very noisy (compare Fig. 2.25D ). In order to reduce the effects dark
current, arelatively largepulse widthbetween 1~2 ms can Iselected. This lea to a

high pulse widthto theexposuretime ratio (Fig. 2.25C)which minimizes the influence
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Figure 2.25 A. A charge couple device (CClof the Andor iStamith full vertical
binning (FVB) as a read out mo. 1024 pixels are distributed on theaxis. These
pixels can be mapped a given wavelength range. Absorption spectra of Iplotted
as a function oB. CCD pixels before calibratiorC. wavelength after calibratic.

of the dark currenfFig. 2.25F. If the pulse widthsare long and 8CP gair of 50 is
applied, thespectra start to saturate. Tpulse widthmust be selected such that both
dark current and saturation effects the smallespossible. For the longtime delayg1
~ 5 s),pulse widthsfrom 170 to 20 pus are suitable. A commoWCP gair of 50 is
chosen for all theéime delay to minimize the background effect§hesebackground
noises originate whedifferent MCP gainsare selected for differerttme points To
improve the signal to noise ratio even more, midtijpame: can be averaged for ea
time delay About forty to fifty accumulationsare necessary faime delay up to 100 ps

whereas 15 20 exposurs are enough for longe¢ime delays Once all the paramete
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such agulse widthsexposure timesaccumulationandMCP gainsare set for eactime

delay, transmitted spectra at these settings can beatedl. First, the background
transmission spectrﬁ(A)Z‘? without any visible light and then the referengecra
T with visible light and without any protein are leatted for eachime delay

After that, the signal spectfB(1)5? at the sample position are collected. From these,

i b
TR -T() Y

absorption spectra at different time delaj$l),, = —log( e by
T(A)At _T(A)At

) can be

calculated. As a reference, dark absorption spdctia, without any laser excitation are
also obtained before and after collecting the tresslved data. The data collected at
different time delays are saved according to their progression in timal a
comprehensive time series is obtained.

During the data collection, wavelengths in the gbson spectra (Fig. 2.25B) are by
default mapped to pixel positions on the CCD chitjg(2.25A). There are total 1024
pixels in the x-direction. The pixel positions mbst transformed into wavelengths (Fig.
2.26A & C). This requires calibration. Our systeandie easily calibrated by using a
known calibration source such as CAL2000. It preduenercury and argon atomic
emission lines from 253 to 922 nm, whose pixel pass are known. Few distinct peaks
are selected and their pixel positions are captufbdse data points can be fitted by a
linear, quadratic or a cubic fit. Although the sjpakcresolution of the detector is 12 nm
due to its point spread function, the use of grativith 1199 lines/mm enables us to

distinguish peaks that are only 0.1 nm apart witlecuracy of £0.2 nm.

2.3.11The Matlab data analysis program
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Figure 2.26 Typical exampls of timeresolved absorption spectra collected on F
solution at ambient temperatt. A. A time series of ten absorption spectra fromu8
to 2 sec. As evident, offsets corresponding to epebtrum are slightly different fro
each otherB. Theabsorftion spectra are shifted witlespect to the reference spec

and bought to the same le
For the analysis of the dark and the light datseléwritten Matlab program is use¢ The
absorption spectra for eachtime delayare plotted (Fig. 2.27A)There is a slight
offset relative to the Xaxis which is differer for each spectrum.lEese offsets are shifte
to the offset of the corresponding dark spect (Fig. 2.27B. For thal the spectral
rangefrom 550 to 700 nn where no spectral changes occur, is uSette brought to th
same offset, timelependent difference absorption spe
are calculatedThe time ad wavelength dependence of ttiéference spect
are anbzed by SVD. This analysis has already been discussed for -resolved
crystallography, where it is applied to the diffece electron density maps (Sec. 2.2).
The basic concept ithe same whether SVD is applied to thera§+ data or to th
spectroscopic datdlere, we focus on the details that apply to fhecsa. / wavelength
range in which largest changes in the differencgdiion specti occul is selected. For

example, in Fig. 2.28ignificant changes are observed in the waveleragige from 40(
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to 520 nm and therefore this range should be saleftr the SVD analysis. Spectral
changes in other than the specified regions arétednirom the analysis because they do
not contain signal and add only noise. Differenpectra in the selected wavelength
range are arranged in a data matrix for the SVIQ.(Bil7). After decomposition, the
obtained left (ISVs) and right (rSVs) singular \@st contain spectral and kinetic
information, respectively. All the significant rSVare globally fit with a sum of
exponentials using a fitting routine written in Nédit. Data fitting is tested with different
number of exponentials. Too few exponentials dofitdhe data properly, whereas too
many exponentials do not improve the quality dfrfg any further. Associated relaxation
times ;) and corresponding rate coefficients; € 1k;) can then be calculated.infer

the number of kinetic processes that evolve afteaation is initiated.

2.4 Biochemical procedures
So far, we have described the employed techniquds e@xperimental setups and
associated hardware. In the following sectionsgescribe how biological samples such
as catalase and PYP are prepared for our expesmenbm the purification to the

crystallization of these proteins, all necessagpsiare described.

2.4.1 Beef liver catalase (BLC)

2.4.1.1 Purification

Bovine liver catalase (BLC) is obtained from sig(@8155). To purify the protein, size
exclusion chromatography is used in which proteiressseparated based on their sizes or
their molecular weights. Superdex 200 (GE) is getbas a gel filtration medium which

is equilibrated with buffer consisting of 10mmM 3ri50mM NaCl, pH 8.5. Protein
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molecules larger than the gel pore size are un@btiiffuse into the gel and therefore
eluted first. On the other hand, smaller proteifetwes penetrate into the gel pores and
elute later. The eluted catalase is collected iallsfractions of 2 mL. Concentration of
all these fractions can be calculated using ther-Bambert law. UV-Vis spectra
obtained for each fraction provides the absorbaaicd05nm (Ags). The extinction
coefficient €) at the same wavelength is also known (Refical, 1981). Its value is
420000 crhmmol™ for the tetramer. This allows us to quantify tiaatase.

2.4.1.2 Purity assessment using absorption spectra

The 405nm band of catalase is due to the presdrfoamoheme prosthetic groups which
absorb at 405 nm. Aromatic residues are preseaitost all proteins, and they absorb at
276 nm. The ratio (AsndA276nm Of the absorbance at 405 nm to that at 276 nmbean
used to assess the purity of catalase. Only thatdase fractions whose ratio is larger
than one are pooled. These protein fractions aneesdrated to ~15 mg/mL. To the
concentrated and purified catalase solution, 1-Sowdf NH,OH (30% in water) is added
right before starting crystallization trials.

2.4.1.3 Crystallization

Catalase crystals are grown by the hanging droporvagiffusion method. The
crystallization conditions are used as reportedvipusly (Ko et al, 1999). Briefly,
protein concentration of 12~13 mg/mL containing /A as described before is used.
Four microliters of the catalase solution is mixeith an equal volume of the reservoir
solution that contains 45~60 mM magnesium formdtiter 2-3 weeks, crystals of

typical size 100 x 100 x 20@m® are obtained.

2.4.2 Photoactive yellow protein (PYP)
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2.4.2.1 Overexpression of PYP in E. coli

PYP-DNA from the original bacterium E. halophilaggpressed in the host bacterium
E.coli. Luria broth with ampicillin is used a methuto grow bacteria. Once the @
reaches to ~0.6, the bacterial growth is stoppekieping them on the ice. Isoprogyl
D-1-thiogalactopyranoside (IPTG) is added to alfic@ancentration of 1mM to induce
overexpression of apo-PYP. Bacteria are furthewgrat 16 °C for ~22 hours. These
bacteria are then collected by centrifugation aelll walls are ruptured by sonication.
Lysozyme and protease inhibitor are added intoctileure right before sonication. P-
coumaric anhydride (pCA anhydride; 3M DCC, p-coumaacid solution, DMF as
solvent) is added to apo-PYP. The holo-PYP attachiéd the Chromophore is further
purified to remove unwanted proteins or impurities.

2.4.2.2 Purification

Histidine-tags (His-tags) introduced in the PYPwsagpe were used to purify the PYP.
For this, an immobilized metal ion affinity chroragtaphic column (IMAC) charged
with Ni%* resin is used. When PYP solution passes througltdtumn, His-tag PYP are
adsorbed to the resin and remain in the columnsé@ lhlis-tag proteins are then displaced
by imidazole and are eluted from the column. Ineortb cleave the His-tags from the
PYP, Enterokinase is wused. For further purificatiami PYP, ion exchange
chromatography where negatively charged PYP arerbed to positively charged gel
medium (Q-sepharose GE healthcare) is used. Agrafiiom zero to 1M NacCl is used
to elute PYP depending on its charge. Fast prditpind chromatography (FPLC, AKTA
prime) is used to operate all chromatographic cokinmvolved in the purification

process. For long term storage, the purified PYRlash-frozen in liquid nitrogen.

www.manaraa.com



78

Glycerol (5%) is added to the purified protein hesm it prevents ice formations and
promotes stability of the protein. All the purifiean steps are assessed by sodium
dodecyl sulfate polyacrylamide gel electrophores{§S$DS-PAGE). For this
electrophoresis, proteins samples are denaturdteaiing and stabilized by addition of
an anionic detergent SDS and a reducing afientercaptoethanol. Denatured samples
pass through the gel. Upon applying an electrild facross the gel, linearized proteins
start to move according to their sizes. To vis@atize separated bands corresponding to
different protein samples, staining and destaireggperformed using conventional dyes
(Lameelie blue dye).

2.4.2.3 Crystallization

Large crystals of PYP were grown as reported irr@Biahlet al, 1995). Briefly, crystals
are grown with sitting drop vapor diffusion methaging a stablization buffer containing
2.7M ammonium sulfate, 50mM sodium phosphate, gH FYP of concentration 18~22
mg/mL is used for the crystallization trials. Celstgrow very slowly and they are highly
twinned. To obtain high quality crystals and to elecate their growth, these twinned
crystals are used as a seed. To prepare a micreskgubn, a few crystals are crushed in
the stablization buffer. The micro-seed is addethéoprotein drops after equilibration at
ambient temperature for 2 to 3 days. To add theavseeds, a cat whisker is used. Large
crystals with typical sizes of ~120 x 120 x 7003are then obtained.

2.5 Experimental detailsto investigate interaction of nitric oxide (NO)
with catalase

Two techniques, monochromatic X-ray crystallographyg micro-spectrophotometry are

used to investigate the interaction of NO with zge. In the following sections, we will
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first describe the detailsf crystallographic experiments and théose o spectroscopic
experiments. The lattexperiments are not performed wour newly designed -house

spectrophotometer but with a much slower spectrenstailable at BioCal4.

2.5.1 Monochromatic X-ray crystallographic experiments

2.5.1.1 Preparation of different forms of Catalase

O @ ®

Single crystals Crystals, soaked in Cat-5 crystals,
directly from the hanging NHs-free solution exposed to NO
drop well plate (80 mM Mg formate pH6.7) (~100mM DEANO)

| | |
Gt

Figure 2.27 Scheme to prepa all three crystal forms of catalas€at-NHjs crystals
are soaked in a Nifree solution for 14~16 hours to prepare Ca Ca-5 crystals
are thenexposed to 100mM DEANO (nitric oxidenerator) for theCat-NO form.

Three crystl forms are prepared (Fig. 2). Crystalsobtained directly from the we
plate are termed as C-NH3; because NERDH was added into catalase solu as
mentioned inthe Sec. 2.4.1. Consequently, Nklbinds to the active sitTo prepare a
second fornwhere the Nl is removed, Cat-Ngicrystals are first soaked overnight ir
mM magnesium formate solution, pH 6.7 and then wddtvo more times with the sar
solution. These crystakre referred ¢ Cat-5 (Fig. 2.28)Since the goshere is to bind
nitric oxide (NO) to the C-5 crydals, the third form of the crysti is prepared by
soaking the Cat-®rystalswith an appropriate NO generatdior this,the crystals are
soaked for 5 minutes in a solution containinemM magnesium fonate, 150mM Bi-
Tris as a bufferand -(N,N-diethylamino)diazen-1-ium-1,2-diolateDEANO, Fig.

2.29A)as a NO generator. T concentration of DEANO wagaried from 10 to 2C mM.
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Figure 2.28 A. Molecular structure of DEANO. DEAN@ecomposes into NO al
diethylamine B. A schem of the apparatus used to generate NO from DE. V:
glass vessel with 200ul cavity, M: mother liquor, C,Catalase crysta(in green), L:
lid of the glass vial, W: Weiglkept on the top of lid, L to prevent the escapbl©f
from the glass vessel Figure from Purwar et al., 2011.
The reaction of NQwith O, generates acidic products (Cottenhal, 199¢). This can
cause a pH shiftwhich can be avoided by immersirigese crystals in well buffered
solution. To minimize the escape of N into the atmosphere during the cry
nitrosylation process, a sim| device is used. As shown in they. 2.2B, this apparatus
consists of two glass plates with the mating se$aground to provide a verght seal.
The glass vessel Was a hemispherical depression va capacity of 200puL. A Cat-5
crystal is placed in the depression, which is thdled with the stabilization
buffer/DEANO mixture. The depression is quickly eoed with the tojlid L so that NO
escapecan be prevented. A heavy weight was placed ontdpeof uppr plate to
maintainhigh internal pressurThus obtained crystals atermed as C-NO (Fig. 2.28).
2.5.1.2 Data collection
All three crystalforms are soaked in a cryoprotectant sisting of 20% polyethylene
glycol 4000, 20% sucrose, 50mM Tris, 8.5. For the CaNO crystals, it is imperativ

to quickly remove the crtals from the pressure celhd immediately freeze thein the

cryojet becauséNO starts to diffuse out of the crystals as soc the pressure are
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released. NO occupancy at the active site dropantandetectable level within ~10
minutes unless the crystal is frozen. For all thogestal forms (Cat-Nkj Cat-5 and Cat-
NO), data sets are collected at cryogenic tempegtiviosaicity of these crystal forms is
estimated prior to the actual data collection. Thystals are rotated through £80 steps
of 0.5’to cover the reciprocal space for a complete datta s

2.5.1.3 Dataanalysis

Data sets for the crystal forms Cat-jHCat-5 and Cat-NO are reduced with Mosflm
(Sec. 2.1.17). Reflection intensities are scaled arerged with SCALA. From these
intensities, structure factor amplitudes are cal@d using TRUNCATE. The three
dimensional crystal structure of beef liver Catalessalready solved for the orthorhombic
crystal form and available as a PDB entry 4BLC @al, 1999). Therefore, molecular
replacement is not required in this case, and théetdBLC is used directly as an initial
model. To prepare a basic starting model, all tlsewmolecules and the cofactors
(nicotinamide adenine dinucleotide phosphate, redudADPH) are removed from the
model. This model is refined using rigid body refiment at 3A. After that, simulated
annealing refinement using a 2000K protocol up wd fesolution is performed.
Positional conventional refinement is performedlwdnvergence. B-factors are refined
using a 40-step restrained B-factor refinement.aVatolecules are searched up to 3
level in the difference electron density mapn{FFca) and added to the structure. Some
of the waters are found in cavities. These caviies determined with the program

‘voidoo’ (Kleywegt & Jones, 1994) using a probewiaidius 1.4 A on a 0.5 A grid.
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2.5.1.4 Insertion of small molecules such asNH3; or NO

The active site heme and its vicinity are examif@dthe presence of any putative
molecule. If a positive feature is identified iretHifference map @ss || Fead), it can be
interpreted as Nglor NO, depending on how the crystal was treatdx® dccupancy of
the ligand is roughly estimated by calculating titt@l number of electrons in the positive
feature. For that, the positive electron densitgtdee is integrated using the program
Probe (Srajeret al, 2001). The electron count is less than 10 forNl¥ds form and less
than 15 for Cat-NO form. Therefore, it is necesdargetermine the exact occupancy of
the ligand in each crystal form. For that, theagen atom of either ligands, Ndr NO,

is connected to the heme iron at a fixed distarsoegua very weak bond length restraint.
NO is also aligned into a particular orientatiorthmiveak angular restraints which is not
applicable for the Cat-Ni& Refinement commences using the grouped occuétion
refinement option in CNS. Then, positional convendl refinement is performed to
refine the position and orientation of these ligand

2.5.1.5 B-factor averaging

For the Cat-NO, B-factors are determined for thteogen and the oxygen atoms of the
NO. B-factors for these two atoms as well as feritbn and the four nitrogen atoms of
the heme are averaged (Fig. 2.30B). The average®+fis then assigned to both N and
O. Similarly, an average B-factor is obtained fdidNThe obtained B-factors are refined
with restrained B-factor refinement and then comesal positional refinement is

performed. Both of these refinements are repeatétiaonvergence is reached.

www.manaraa.com



83

>
o

e _lj‘eT—Tgme W 7 ] - FeT—T_ggh’// ’
h...v“"' - .“i‘;-'?{vl/ Bfreset = - ""'-a._z\—vf”

Figure 2.29 Tilt (z), bending ¢) and tilt+bend &) angles for twcdifferentligands
with respect to the heme ple. The plane is defined by the four porphyrin nigng.
A double headed arrow marks potential iron out np displacement<A. NH3
(Blue ellipse) is bound to the heme irin Cat-NH;. B. NO (blue sphere: N, re
sphere: O) is bond to the heme iron. Panel B from Purwar et 8012
2.5.1.6 Geometry of the ligand molecule
To describe thergentation ofthe ligand moleculethe tilt (r) angle, the bend angle)(
and their sumao) with respect to a given plaican be used (Fig. 2.30)wo ligands NH
and NO are bound to the catalashe ligand NH consists of a single atom (igting
hydrogen atoms). For N; only the tilt anglewith respect to normal of the heme pl:
can be determined where heme plane is definethe four porphyrinnitrogens (Fig.
2.30A). For NO.all anglest, ¢ anda with respect to the heme planan be calculate

(Fig. 2.30B). Thearon out of plane distanccan be clrulated using Plane (Tab. 3.1)

(Nienhauset al, 2005).

2.5.2 Micro- spectrophotometric experiment (performed at BioCARS)

2.5.2.1 Data collection and analysis
A microspectrophotometer (4DX) equipped with a [Reuin/Tungsten light sourc
(DH2000, Ocean Optics) and a USB r-spectrometer (USB 2000, Oceaiptics) is

mounted inline with the »ray beam at BioCARS 14BM-CThe spectroscopi
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experiments for the three crystal forms, CatsNEat-5 and Cat-NO are performed at 100
K. The absorption spectréd(A),; of all species are recorded for up to 10 minutes i
intervals of 10 s during X-ray exposure. Subseqaeg&pbsure times can be written as 10s,
20s, 30s.....600s. Difference specixA(A),: are generated by subtracting théd) 4,

from the reference spectrumA(A)p recorded before X-ray exposure. Absolute
differences are integrated from wavelength 50000 @m for each exposure time. They
are denoted agA;,:(t) and plotted against exposure time. Data are figegbirically

either by a single exponential, a sum of two exptiaés or by an exponential and a

linear phase.

2.6 Experimental detailsto investigate the kinetic dose limit in PYP
2.6.1 Data collection
Two PYP crystals of dimensions 170 x 170 x 700°|iYP1) and 150 x 150 x 900 im
(PYP2) are equilibrated at pH 7 and mounted indiglly in a capillary as described in
sec. 2.2.9. The crystal PYP1 is used for actuakexgnt and PYP2 for a control
experiment (Schmidet al, 2012). The time-resolved technique is describddnsively
in sec. 2.2.10 and all the variables are definefeo. 2.2.11. Here we report some details
specific to this experiment. Four X-rays exposu(Bg = 4) are accumulated per
diffraction pattern. The slower part of the PYP wuycle (Fig. 1.4) is selected to
investigate radiation damage. A time range from g&6o 32 ms is used. A short time-
series, containing \= 8 time delays (25fs, 512us, 1 ms, 2 ms, 4 ms, 8 ms, 16 ms and
32 ms) and one dark exposure, is obtained.=N 20 different crystal orientations are

used. Between subsequent orientations, the crigstednslated by 22m and therefore
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total crystal translation is 440m (Fig. 2.31B & Fig. 2.14R The entire experiment
repeated 12 times and corresponding 12 shorl-series are obtaingdFig. 3.3A. As a
control experimet) crystal PYP2 is usito examine the damage duéddser pulses. The
same protocol as described above is without exposure to X-ray§he experiment i
repeated 16 timewhich are equivalent t16 virtual time-seriesDuring trese 16 time-
series,5 dark exposures are collec at equal intervalsThe crystal is exposed to 5
laser pulses per orientation. A total of 10240 dgz@lses are accumulated during

entire control experimet

2.6.2 Absorbed dose calculatio

— 0um ——>
2l 22pun

» W

025 2 29 14 -12 (deg)

N 37 78 100 66 86 (%)
Figure 2.30 A model used to determine the common ar.. X+ay beam falls on th
PYP crystal. As the crystal is-oriented by46, it is irradiated from one directio
(red rectangle) to another direction (yellow recige). A. The common are
(colored orange) is Ewhich is used to calculate the common volur; (hot shown).
B. A sequence of angular setting®), (in degrees). These settings are also sepal
by translations of 22 um. Five settings are fully partially expoed with the
employed Xay beam. The orange bars denote the relative sifdéke \. for each
angular setting. Figure from Schmidt et al., 2.

Sincethe goal is to find out how many data sets canysake collected without exnsive
damage, theenergy deposited in the crystal due to the ioniziadiation must b
determined.To calculate th absorbed dose in Joule/kg = Gy, f®gram ‘Raddose

(Murray et al, 2004)is use.. If the crystal PYP1 is irradiated by a sin¢gX-ray pulse of
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90 (r) x 60 @) punt, the illuminated voxel is equal to beam size tintles crystal
thickness (t = 170 um). The dose absorbed by linmimhated voxeld,,,, is calculated.
If 157 is length of the crystal that is exposed to X-b&am, the total irradiated crystal
volume islyrr X v X t unt. The sum of overall crystal translation in 20 ntiions (440
um) and X-ray beam size in the horizontal direct{®@um) provides &, of 530 um
(Fig. 2.14B). The dose absorbed by this crystalima d.,,s) due to each single X-ray

pulse is computed as

hXxvXt h
— dyox (2.28)

legr

derys = T ot Boox =
Each short time-series consists of 8 time delays,dark exposure and one exposure due
to edge scan (Sec. 2.2.10). If 20 crystal orieotatiand 4 X-ray pulses per diffraction are
taken into account, the average dose absorbedeic@mprehensive time seriek,, can
be written as

dis = derys X (Ng +2) X N, X N, (2.29)
where N, N, and N are defined in Sec. 2.2.11. In order to determieetdtal dosell,,.)
during the entire experiment, the dose for one {eres is multiplied by the total
number of collected time-series. The intensity gallare used to address radiation
damage. The steps involved in the determinationinténsities from the raw Laue
diffraction pattern are described in Sec. 2.2.1&1dg. 2.15A.(I) and(I/o;) are plotted
as a function of uncorrected doBg. (Fig.3.3A). Two types of correction are required.
The first correction is due to the subsequent atys¢ttings. Since the thickness of the
crystal (t) is larger than the vertical X-ray beaine (v), each time when the crystal is

rotated by an anglé\6, from one orientation (in red) to another (in gal), some fresh
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crystal volume is exposed (Fig. 2.31A). As a resthle dose deposited into the given
crystal volume is decreased. To calculate the ctore term, the common ardga and
the common volum&, between two consecutive crystal settings can bermiéened (Fig.
2.31). If the size of X-ray bearm = 90 um is divided by the translation step in each
setting (22um), five crystal settings are affeasdshown in Fig. 2.31B. Among these 5
settings, three are covered fully by the X-ray besinile two are covered partially. The
V. for each of the five neighboring settings are wlaied and averaged (Fig. 2.31B). The
average volumgV.) is the first correction term for the absorbeday-dose for all the
short time-series (Fig. 2.31B). The second typearfection is required due to the edge
scan method. Edge scan is performed once at theneg of each crystal setting. After
each edge scan, the x and y coordinates of theogatér are recorded. The relative
vertical displacements;’, of the crystal across the X-ray beam for eactingetan be
calculated (Fig. 2.31). The individugt’ are averaged to obtaify’). The crystal
displacement aboyy’) exposes a fresh crystal volume to the beam thtidureduces
the deposited dose. Usikyg), the dose can be corrected for each sweep. Iti@adihe
crystal damage due to laser pulses during theeeakperiment must be determined and
corrected. Since the crystal is exposed to onlgrlasises without exposing to the X-ray
pulses, these laser pulses can be assumed equit@lemtual X-ray doses. Once the
virtual dose is calculated, corrections due toedéht crystal orientations and due to the
edge scan can be applied to the virtual data asided for X-ray exposure. The adjusted
virtual dose corresponding to each of the 16 virtime-seriesD, is obtained(I) and
(I/oy) corresponding to all five dark data sets are gtbts a function of adjusted virtual

dose,D; (Fig. 3.3B).The intensities and their standardiatleans both are fitted with
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straight lines. The y-intercept at zero absorbeskds normalized to unity and then the
slope §;) is determined. Assuming that the damage due @dabker pulses and X-ray

pulses are independent events, the intengitjesorresponding to all 12 time series, for
which X-ray as well as laser exposures are usedc@rected for the laser damage (Fig.

3.3B). The Intensities free from the laser dam@dpg.. are given by

(I)free ={)(=S.Dcorr + 1) (2.30)

2.6.3 SVD analysis

For all the 12 time-series, difference structuredaamplitudes are calculated as
reported (Sec. 2.2.14)(Reat al, 2001, lheeet al, 2005). PDB (Bermart al, 2002)
entry 2PHY is used to provide phases to calculiate-tiependent difference maps. A
total of 96 difference maps are obtained correspontb 12 time-series. Each of these
time-series is analyzed by SVD (Schmett al, 2003, Zhao & Schmidt, 2009). The
difference electron density at the chromophore aegs included in analysis (sec.
2.2.16). Grid points including the chromophore adlas the amino acid residues that
line the chromophore pocket such as Tyr-42, GluM#ét-100 and Arg-52 are masked
out (Schmidtet al, 2012). The mask is evolved by allowing only gpdints that are
above +2.6 or below -2.5 in at least one of the difference maps of the ts®mees. The
SVD is performed on the masked difference mapsrayhd singular vectors (rSVs) are
obtained (Fig. 3.4). From the fitted rSVs, relagatitimes are extracted. The kinetic
mechanism shown in Fig. 2.18A is used for the Pmstanalysis. If no rising phase is

detected in the rSVs, the mechanism used for th&/sis is given in the dashed box of
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Fig. 2.18A. Once microscopic rate coefficientsake obtained, their inverse relaxation

times (,0s:) can be calculated (Fig. 3.6A).

2.7 Experimental detailsto investigate the pH dependence of PYP
photocycle

2.7.1 Data Collection

PYP crystals of size ~100 x 100 x 700 jiare soaked for 5 minutes in stabilization
buffer (2.7M Ammonium sulfate, 50mM Sodium phogghadjusted to pH 4, 7 and 9
(Tripathi et al, 2012). The crystals are mounted in capillariesc(2.2.9 & Fig. 2.14A)
and equilibrated for at least 12 hours in the repe buffer before data collection. The
diffraction experiments for all three pH conditioase performed at 25 °C. The slower
part of the photocycle is selected for the timeshesd investigation. At pH 4 a time
range from 4us to 1 sec is employed and distributed throughri8 points (N). At pH 7
eighteen time delays are collected in the rangm fious to 512 ms, whereas at pH 9
twenty time delays are collected from s to 1 s. A comprehensive time-series,
consisting of Ntime delays and one dark exposure without any ldkenination, is
collected for each pH condition. To recover thekdsate, the waiting time between two
consecutive laser pulses is 30 s, 4 s and 12 $lat, 7, and 9, respectively. Twenty
different crystal orientations @4 20) are used. X-ray pulses gjNaccumulated per
diffraction pattern are 3, 11 and 9 in the caseldf4, 7 and 9, respectively. The edge
scan is used to maximize the overlap of laser amdyXlluminated volume (Sec. 2.2.10
& Fig. 2.14B). The time-resolved Laue data setspaoeessed by Precognition/Epinorm
as described in Sec. 2.2.12-13. Phases are degztritom PDB entry 2PHY. Difference

electron density maps on the absolute scale amulatdd. The difference electron
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density of the chromophore region is used for th® Snalysis. From rSVs, relaxation

times ¢, & t,) are calculated as described in Sec. 2.2.16.

2.7.2 Kinetic analysis

For the posterior analysis (Schmidt, 2008), thettmmodel shown in Fig. 2.18B is used.
The rate coefficients,; lof the mechanism are refined against observedretedensity
maps and concentration profiles are determinede@s are known, the corresponding

relaxation times,) can be calculated.

2.7.3 Extrapolated maps
The difference maps corresponding to the time poiht< 7;contain structural
information about the pR intermediates, while thtsge pointst; < t; < 7, contain
information about pB. The maps in the respective gsld pB regions are averaged
(Tripathi et al, 2012). Fourier inversion of these average mapsige time-independent
difference structure factorak;;,q) for both pR and pB. Extrapolated structure fagtor

Xt are then calculated as given by

FEXL = F§U 4+ NAFyng (2.29)

whereF5*¢ is structure factor of the dark state model anid bhe multiplication factor.
N has to be determined such that it compensateniesing scale betweefF;;,, and
F5%¢, To do that, we start with N=1 and correspondil§f; are calculated. From these
FELL, extrapolated electron density maps are obtaifiéé. negative electron density
features in these extrapolated maps are integrdtieel.factor N is increased and the
above steps are repeated. Once N reaches up ttam aharacteristic N the procedure

is stopped because after Mirge negative features start to appear in theapalated
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maps. Using the Nand respectivéZX:,, conventional extrapolated electron density maps
are obtained (Schmiddt al, 2004, Tripathiet al, 2012). The structural models for pR
and pB are interpreted into the extrapolated difiee maps and their atomic models are
refined against theFX: | using CNS (Sec. 2.1.18). The improved model phésgs,)

are combined with th@AF;;,,4| to calculate new extrapolated structure factorsd @so
new extrapolated maps.

2.8 Experimental details to investigate the temperature dependence of the
PYP photocycle

The effect of temperature on the structure and tkismeof the PYP photocycle is
investigated using two techniques: time-resolveystatlography and time-resolved
spectroscopy. In the first few sections, experirakedetails related with crystallography

are described. Spectroscopic experimental deteelslescribed in the later sections.

2.8.1 Time-resolved crystallography

2.8.1.1 Data collection

PYP crystals of typical sizes 100 x 100 x {00°are mounted in capillaries as described
in Sec. 2.2.9 (Fig. 2.14A). Diffraction experimensse performed at 14 different

temperatures. The temperature is varied from -4Q0°C0 °C. For experiments above
30°C, the capillaries must be insulated from the bmaiss as shown in Fig. 2.32A.

Otherwise severe distillation effects due to thiel @wass pin dry out the crystals.
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Figure 2.31 A. Protein sample moued in the capillary for T > 30C. P: brass pin,
I: insulating glass capillary, E: epoxy glue, c: PYcrystal (colored yellow), ¢
stabilizing solution.B. Laser illuminated volume of the crystal (red dashoexk).
Capillary wall (thick black line) is temperature mmnolled. Black irrows show th
directions of heat diffusioiFigure from Schmidt et. al., 2013.

For temperature up to °C time delays range from 2 ts several seconds whereas
temperaturegqual to or higher than °C, the time delays staat 100ns(Tab. 2.1). The
waiting time between two subseqt laser pulses is varied from s at higher
temperatures to 20 s at lower terratures (Tab. 2)1 Twenty different cryste
orientations (N) are used. For the data collection, edge scasde asdescribecbefore.
Data collected at all temperatures are processedRvithogition/Epinorm Sec. 2.2.12-
13). Weighted difference structure factor amplitudes calculate(Sec. 2.2.1). With
these amplitudes andhases from the PDB entry 2p time-dependent difference 1ps
(Ap® are calculated.
2.8.1.2 Kinetic analysis

SVD analysis is performed using the differencetebecdensity maps. Relaxati
times () and their inverserelaxation rates are obtained for each of the
temperature settings frothe rSVs as described in Sec.2.2.16. dhservecrelaxation

rates  are plotted as function of temperature and fitted by the VardfftArrhenius
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equation (Eq. 1.4). From the fitting, prefactoand activation energ¥, are calculated

for the relaxation rates,, A; & A,.

Table 2.1 Data collection statistics of PYP at different paratures. Table from Schmidt
et al., 2013.

T jet T N, time range wait | completeness I/o Rierg Rscale (%0) Apmin/Cap
C) | dode | (time time* | (lastshell) | (lastshell) | e @at* Apmadoa, @AL
[K] | points) (%)P
240 | 2355 31 2nsto15s 20ls 82.5(75.9) 16.9 (11.0) 8.3 7.7 (3us) -6/+10 (3us)
-30 | 245.1| 27 lnsto4s 12 77.3(73.4) 28.3(21.8)] 5.3 6.8(2ps) -11/+13 (dus)
20 | 254.7 34 2nsto8s 12 82.7 (78.2) 29.3 (21.4) 4.9| 5.4 (4ps) -11/+11 (4us)
15 | 259.5 29 2nsto8s 10k 88.0(82.3) 23.0 (18.5) 6.8 6.9 (4us) -7/+9 (4us)
-10 | 264.3 23 Ansto8s 10k 71.5(66.2) 27.4 (24.8) 5.0 4.8 (4pus) -9/+11 (4us)
0 | 2740 27 8 nsto 512 ms 10[s 75.1(68.0) 27.1(18.8)| 5.4 5.7 (4us) -9/+9 (4ps)
10 | 283.6| 27 2nsto 128 ms 4§ 822(77.8) 30.3(26.9)| 52 3.9 (4ps) -10/+11 (4us)
20 | 293.2| 27 2nsto 128 ms 45 81.7(75.3) 20.1(14.9)) 6.8/ 6.9 (4us) -71+7 (4ps)
25 | 293.7| 27 2nsto 512 ms 2§ 783 (73.4) 255(20.0)] 53| 5.2(4pus) -11/+12 (4us)
30 | 2985 27 2nsto 128 ms 25 83.5(75.9) 25.3(16.1)| 5.6/ 6.8 (4us) -11/+10 (4us)
40 | 308.9 24 2 ns to 64 ms 2¢ 84.7(80.3 30.6 (21.7) 4.7 7.1 (4ps) -9/+10 (4us)
50 | 3189 22 100nsto256ms 4p 77.0(73.0) 31.3(24.8)] 4.6/ 4.8 (4us) -9/+9 (4us)
60 | 328.8 24 100nstols 44 84.5(79.3) 30.0 (18.1) 4.8/ 5.6 (2us) -8/+9 (2us)
70 | 3388 21 100nsto1s 4% 84.6(80.3) 30.6 (21.7)] 4.7 4.4(800nk)  -6/+6 (BEP

#Waiting time between two subsequent laser puPs&serge: {ZZ I, _<Ihk|>:l/|:zzlhkl,j:l c Rops |:ZFhAk‘I - Fhil}/z Fo
hkl  j hkl | hil hkl

2.8.2 Time-resolved spectroscopy
2.8.2.1 Data collection: PYP in solution
A 400 nL drop of protein concentration 2-3 mg/mLmeunted as described in the Sec.

2.3.5. A time series of 10 time delays startiranfr30 pus to 2 s at T = 22 is obtained.
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The waiting time between two consecutive laser guilss 5 s. The accumulations
numbers and pulse widths are set for each time/ d&kb. 2.2).

2.8.2.2 Data collection: Crushed single PYP crystal

A crystal of size ~200 x 200 x 2Qn° is crushed between two cover slides as described
in the Sec. 2.3.6. Data sets at two different teatpees 30 C and 6 C are collected. At
30° C 24 time points covering the range from Z5to 2 s are obtained. Waiting time
between two subsequent laser pulses is 5 sec® &t @ time range from 2Bs to 3s is
covered by 34 time delays. Waiting time between $wbsequent laser pulses is 10 s. For
both temperatures, the accumulation numbers angk puidths are different depending
on the time delay (Tab. 2.2). The slower part of ghotocycle is selected for all
spectroscopic experiments as in the pH and doseriexgnts. Reaction initiation is
achieved with 380 pJ of a 6 ns laser pulse at 446 n

Table 2.2 Data collection parameters assigned to differemiet delays for time-resolved
spectroscopic experiments.

Time delay (range) Pulse width Accumulatio
25us - 8Qus 20 45
81us - 20Qus 40 20
201us - 1ms 60 20
1ms - 500ms 100 20
501ms - 3s 170 20

2.8.2.3 Data Analysis

Difference absorption spectra are obtained fortemiuFig. 3.12A) and crushed crystal
(Fig. 3.13A-B) using the data analysis program dbed in Sec. 2.3.12. Spectral changes
in the wavelength range from 400 to 520 nm arectedefor the SVD analysis. rSVs

obtained from these analysis are inspected fopthsence of kinetic phases (Fig. 3.12B
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& Fig. 3.13C-D). Relaxation times obtained from sitad crystal are compared at

different temperatures to examine the effect ofgferature on the photocycle.
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3.1 Interaction of Nitric Oxide (NO) with Catalase: X-ray crystallographic

analysis

3.1.1 Crystal structures

All three crystals forms obtained are orthorhombith space group R2:2;. The unit

cell dimensions vary slightly depending on the talyform, in the range of a = 83 ~ 86

A, b=139~140A, c=228~229 A and-p =y = 90° (Tab. 3.1). Multiple datasets are

collected for each crystal form and the best ongidked based on high resolution, low

degree of mosaicity, low §, values and high completeness. For these datatgeitsal

resolution extends to 1.9 A and mosaicity is aboQt3°. Data completeness is more than

90% with an Rym < 10%. I6, value found in the last resolution cell is 2.5.

Table 3.1 Data collection statistics for the three crystairfis of the catalase. Table from

Purwar et al., 2011.

Dataset CAT-NH CAT-5 CAT-NO

Soaking Directly from 14 hours 5 minutes
hanging drop NHs-free buffer | 100 mM DEANO

a (A 83.48 83.22 86.11

b (A) 140.72 140.92 139.94

c (A 229.52 229.37 228.02

a=p =y (deg) 90 90 90

Spacegroup R2,2, P22.2, P22:2,

Unit cell volume(&) 2696241 2689905 2747694

Resolution(A) 1.99 1.90 1.88

Rsym (last shell) 9.4(30.3) 8.9(34.3) 9.1(32.9)

Completeness (last shell92.8(92.8) 97.9(97.1) 92.2(89.9)

(%)

Redundancy (last shell) 5.7(5.5) 3.6 (3.3) 5.1)(4.3

I/o) (last shell) 5.0(2.5) 5.1(2.5) 5.6(2.1)

Reryd Riree NO Water (%) 23.68/27.05 24.1/26.9 24.05/27.05

Water molecules 2126 1277 2013

Reryd/Riree With water (%) | 16.83/20.69 22.16/25.82 18.56/22.05
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rmsd bond length 0.006 0.007 0.006
rmsd bond angle (deg) 1.3 1.3 1.3
Ramachandran outliers 53 (2.9%) 62 (3.3%) 53 (2.9%
Occupation from electron count (%)
Heme A 70 6.0 51
Heme B 71 3.7 40
Heme C 82 14 35
Heme D 95 1.7 74
80+10 3.2+1.8 50+11
Refined Occupancy (%)
Heme A 82 55
Heme B 100 52
Heme C 77 45
Heme D 101 61
90+12.3 53.3+5.8
FE out of plane distance (A)
Heme A 0.063 0.014 0.016
Heme B -0.054 0.123 -0.035
Heme C -0.044 0.132 -0.020
Heme D -0.052 -0.005 0.019
-0.02+0.06 0.066+0.07 -0.020+0.027
tilt angle (t) / bend angle ¢) / tilt+bend angle (@) (deg)
Heme A 7.98 9.14/19.6/28.74
Heme B 6.01 8.17/5.03/3.13
Heme C 0.51 12.28/11.78/24.06
Heme D 5.33 8.23/9.72/17.96
5.0+2.75 9.46+1.68/11.53+5.
18.47+9.65
RMS coordinate error (A)
| 0.181 0.262 0.214
Iron-Nitrogen distance (A)
Heme A 2.10 1.92
Heme B 2.11 1.88
Heme C 2.11 1.85
Heme D 2.10 1.83
2.105+0.01 1.87+0.034
Nitrogen (NH3) —Water/ Oxygen (NO) -Water (A)
Heme A 3.05 2.42
Heme B 3.05 2.69
Heme C 2.96 2.58
Heme D 2.76 2.52
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 3.020.13 2.55+0.11
Iron-TYR distance (A)
Heme A 2.01 2.00 2.02
Heme B 2.00 1.92 1.99
Heme C 1.96 1.89 1.96
Heme D 2.04 2.01 1.96
2.0+0.03 2.0+0.06 1.98+0.025
iron — water distance (A)
Heme A 4.37 4.00 4.27
Heme B 4.41 4.20
Heme C 4.11 4.25
Heme D 4.10 3.98 4.21
4.25+0.17 3.99+0.01 4.23+0.029

®Root mean square deviation (RMSD) from ideal geomeRMSDs of dihedrals and
impropers were 23° and 1°, respectively, for aldels.’Distance from the heme iron to the
closest water molecule near His 74

3.1.2 Ammonia-bound Catalase form (Cat-NH)

A refined model with an R value of 23.7% at 1.99A is obtained. As shown in
Fig. 1.2A, a catalase molecule has four subunitsesach subunit contains a heme B as
an active site. Previously-solved crystal strucunender the same conditions as ours,
show that the BLC typically incorporates one tighttound NADPH per subunit
(Kirkman and Gaetani, 1984, Fita & Rossmann, 19B8wever, our structure shows no
electron density due to NADPH in the expected neg{big. 1.2C). From this, we
conclude that the NADPH is lost during purificatiby size exclusion. The total number
of water molecules is around 2100 suggesting thease is a wet protein (Fig. 1.2D). A
large number of water molecules are found in 14@ties (Tab. 3.2). Adding all the
waters to the structure, the R-factor is decre&sdd.8%. For Cat-Ng a strong positive

electron density feature is present
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Figure 3.1 Structure of the heme pocket in three different catlase form. Water
molecules within 8A of the heme iron are displafged spheres). A sigmaA weighi
mFobsbFcalc simulated annealing difference map is shawgreen (3.0). A. Cat-
NH3B. Cat-5 C. CatNO. All the relevant residues in the heme pocketnaarkec
in panel B. Figure fron Purwar et al., 201

near the heme iron (Fig. {A). Since high concentrations of ammonium are presge
the crystallization buffer, we propose that thecetmn deisity arises from an ammon
molecule bound to the heiiron. For each of the four hemes, tlectron density ethe

6™ coordination site is integrated. The electron catrgach active site is around ~,

which supports the fact that the s are fully occupied by Nk An NH; model is placed
into the electron density at a distance of 1.9 fgia bond length restraint ~ 50 kcal
mol™* A and its position is refined. The occupancy of th¢; molecule refined to ~ 1.
for all four subunits. The ndel precision is 0.18 A as estimated by a Luzzati (Sec.
2.1.20) The Number of Ramachandran outliers is aroun® Tab. 3.1). For all fou
subunits, tilt angle of N3 molecule with respect to the heme plane is caledldTab.
3.1). An average valuef the tilt angle is ~5°. For this crystal form, mr@ut of plane
distance for each heme is approximately + 0.05Actvtindicates thathe iron is almost

in plane (Tab. 3.1).

3.1.3 The five-coordinate Cai-5
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The final model of Cat-Nklis used as a starting model to refine Caffier removing
the ammonia molecule at thd” @oordination site of the iron, as well as the wate
molecules, the model is refined to 1.9A (Tab. 3ldglusion of water molecules lowered
the R-value from 24.1% to 22.1%. About 1200 watems found. Almost no positive
density appeared at the heme active site (Fig.)3atre NH molecule is bound in the
first crystal form Cat-NHKl By integrating the faint electron density featusround the
sixth coordination site, the average electron cogniess than 1 (Tab. 3.1). This
demonstrates that Ntholecule is successfully removed from this cryitam, leaving a
vacant 8' coordination site at the iron. The heme iron isobrdinate and therefore we
call this crystal form Cat-5.

Table 3.2 Number of cavities in some selected proteins.&'abim Purwar et al., 2011.

# of cavities | HO in cavity/total HO | % PDB-entry
Catalasé 140 100/1282 8 This work
Catalase (human,1.5 A 108 197/2298 9 1DGF
Cytochrome-c oxidase 95 85/1579 5 3ABK
L29W-Mbdeoxy 2 1/100 1 2BLI
Mbdeoxy (to 1.15 A) 2 0 0 1A6N

3 This study? (Putnamet al, 2000);° (Ohtaet al, 2010);%(Nienhauset al, 2005),

® (Vojtechovskyet al, 1999)
3.1.4 Cat-NO Structure
The amount of NO needed to observe significant ibgndo the catalase crystals is
optimized by varying the DEANO concentration fron® 1o 200 mM. DEANO
concentrations above 100 mM provide more than 50@& d¢cupancy in the heme
pocket. Data are collected to 1.88A (Tab. 3.1). Hmemonia-free (Cat-5) structure
without the water molecules is used as the initraddel for the refinement. After

inserting the waters, the R-value drops from 24t&%38.6%. For this crystal form, total
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~2000 water molecules are found. Similar number atiewmolecules was observed for
Cat-NH; form whereas for Cat-5, only 1200 waters were nkesk(Tab. 3.1). A positive
electron density feature appears at thec6ordination site of the heme iron (Fig. 3.1C),
which was absent in Cat-5. This positive electtensity is identified as a NO molecule.
The refined NO occupancy is around ~ 55% on ave(dgé. 3.1). A single water
molecule is observed in the vicinity of the NO &t four hemes. This seems to be an
important factor in defining the binding geometrytbe NO with respect to the heme
plane (see Discussion). The NO is slightly benthwiéspect to the heme plane as
described above (Fig. 2.30B, Fig. 3.1C and Tab). Fbr the different subunits the
bending angle varies between 5° and 20°, with amame of 12°. Note, that the bending
angle strongly depends on the restraints empldyéite bending angle is allowed to vary
in an unrestrained fashion, the bending angle asae up to ~ 70° (data not shown). The
distance from the iron to the NO nitrogen refined.185 A, and the distance from the NO
oxygen to the heme-pocket water is 2.5 A. Thisdatiis a strong hydrogen bond (Fig.
3.1C and Tab. 3.1).

Table 3.3 Tilt+bend angles for NO found in different hemeninoroteins with the iron in

different oxidation states (Mb: myoglobin, NP4roghorin 4). Table from Purwar et al.,
2011.

Nitrosyl complexes tilt+bend []
Mb(FE€)NO? 60
Mb(FE)NO? 33
NP4(F€")-NO" 70/3
NP4(Fé")-NO° 24
NP4(Fé")-NO* 40
Catalase (Fé) (this study) 19

3(Copelancet al, 2003);” (Weichselet al, 2000):° (Robertset al, 2001),% (Maeset al,
2005)
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Table 3.4 Structural differences in A relative to Cat-5 aaged over all 4 subunits. Table
from Purwar et al., 2011.

Cat-NH3 Cat-NO
Fe out of plane and heme nitrogens [A] 0.1+0.01 +0.01
proximal side of the heme [A]
TYR 357-Q, 0.11+0.02 0.14+0.04
distal side of the heme [A]
HIS 74-Nsi/ N2 0.12+0.06 0.14+0.06
ASN 147-Q4/ Ns; 0.12+0.07 0.16+0.08
PHE 160-C 0.15+0.03 0.13+0.07
Total RMS differencé’s 0.34+0.04 0.37%0.05

®The structures were superimposed by a least-sgjfia(Xfit) (McRee, 1999).

3.2 Interaction of Nitric Oxide (NO) with Catalase: Micro-
spectrophotometric analysis

3.2.1 Spectral changes for Cat-5, Cat-NKand Cat-NO

For Cat-5 a total of 60 absorption specti@),; and the correspondingA(1),; and
AA;,:(t) are plotted in Fig. 3.2A, 3.2D & 3.2G, respectwebpectral changes that are
characteristic to the reduction of heme iron froa(IF) (met) to Fe(ll) (deoxy) appear
for exposure time over ~100s (Fig. 3.2A & 3.2D)(Sizmnet. al., 1988). On longer
timescales the area of the integrated differeneetsgmAA;,:(t) decreases which may
indicate crystal degradation (Fig. 3.2G). When éx@eriment is repeated with other
crystals of the Cat-5 form, the rate of initialeri;emains fairly invariant. However, the
rate of subsequent decay varies significantly faome experiment to the other (data not
shown). For Cat- NK A(t;), AA(t;)) and AA;,.(t;) are plotted in panel B, E and H,
respectively. The observed spectral changes foNEtare bit more complicated than
for Cat-5, but they still exhibit features charaistiec of heme reduction (Fig. 3.2B &

3.2E). Panels C, F and | represaqt;), AA(t;) andAA;,.(t;) for Cat-NO, respectively.
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Figure 3.2 Spectralchanges of catalase crystals afte-ray exposure (500 nm
700 nm). Soreband region (~410 nmis excluded due to the saturation effe
originating from the high absorption through theystal. A-C. The absorptiol
spectra for the Cab, Ca-NH; and Cat-NO crystals are showm panel A, B and C
respectively. fiick black lires: reference spectra, thick blue linepectra after 1(
min of the Xray exposure. Note that for the 5 (A) and CatNH; (B), the met-
peaks (vertical dottedarrows) around 630 nm disappear arlde deoxypeaks
(vertical dottedarrows) around 560 nm appeeD-F. The corresponding differenc
spectra obtained by subtring the reference spectrahitk black line: difference
spectra directly afteopening the >ray shutter, thick blue lines: fference specti
collectedafter 10 min. The met and deopeak positions are again indicated
dotted arrowsG-l. The temporal progression of the integratatisolutedifferences
for the 3 crystal formsFor Cat-5 (G), data are empiricallytfed by an exponeial
and a linear decay. For C-NH3; (H) data isfitted by two exponentiaand for Cat-
NO (I) data is fitted by a single ponential. Fitted datablack solid curvs. The
characteristic times are indicatelFigure from Purwar et al., 2011.

Interestingly the broadening of the sigiis observedn this crystal form (Fig. 3C &

3.2F. A similar type of behavior is observed when asiflated myoglobin (Hoshino ¢
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al., 1996) or nitrophorin (Weichset al, 2005) are reduced. Note that almost no decay is
observed iMA;,:(t) (Fig. 3.21) whereas this decay is immediately ewidfor Cat-5 as
well as for Cat-NH (Fig. 3.2H & 1). Our spectrophotometric data shihat catalase is

reduced after 10 minutes while illuminated with a§¢beam.

3.3 Timeresolved Laue crystallography: Effect of X-ray dose on PYP
3.3.1 Data processing
Laue data are processed up to 1.6 A (Tab. 3.5keSime data quality is poor in the last
resolution shell, the difference maps are calcdldate 1.8 A. In order to address the
radiation damage, the mean intengldy and the mean of the ratio of the intensity oter i
experimental uncertaint{l/o;), in the resolution shell 1.9 to 1.8 A are calocetatWe

used unscaled raw reflection intensities derivedhfthe integration of the Laue spots.

3.3.2 Average absorbed dose

For the PYPL1 crystal, the absorbed dose by theyXHtaminated voxel §,,,,) is 0.244 x
10" Gy (Schmidtet al, 2012). The dose deposited to the total irradiatgstal volume is
0.0414 x 16 Gy (Eq. 2.28). Average X-ray dose per time sege&3 x 10Gy. The total
absorbed dose (Dnc) in all 12 time series is ~ 4yMi@ Fig. 3.3A, the(l) and(I/c;)
values (solid and open squares, respectively) fahrthe datasets collected at time delay
32 ms are plotted as a function of uncorrected ridlesbdose. Thél) and(I/oc;) are fitted

by a single exponential and, the half value forarrected dose (I} nc) is measured
(Fig. 3.3A). Dy, ncis more than 18.4 x 2@y when thdl) values are used and is ~ 20 x

10° Gy when thdl/c;) values are used (Fig. 3.3A & Tab. 3.6).

www.manaraa.com



106

Wl
7

Figure 3.3 A. Raw mean intensitie ~ (solid squares) and (open squares) as
function of absorbed do. Data fittedby exponential functions (solid blacurve and
dasted black curve, respectively fi ). Vertical dashed and vertic
dasheddotted lines denote the corresponding half valueunéorrected absorbe
dose D1/2, ncB. Variation of the normalized mean intensit  and as a
function ofvirtual dose observed in the control experimenacklsolid triangles an
black open triangles, respectively). The data &ted correspondingly by black sol
and black dashed lines. Normalized intensit (red solid squares) an

(red open squares), free from laser damage, arétqaoas a function ¢
adjusted dose. Fitting of the data with a straigjhe (red solid line) and with a
exponential function (thin dashed line) is showne Tertical dashed line represel
the value which is same f¢ and . Figure from Schmidt et. a
2012

Table 35 Data statistics for %, 6" and 12" timeseries after analysis wif

Precongnition/Epinorm. Tble from Schmidt et al., 2012.

Short time-series 13 6" 120

time-delay dark | 2ms| 32ms dark 2ms  32mdark | 2ms | 32ms
Completeness (%) 80.0t | 73.58| 79.34| 76.38| 73.8 | 75.72 68.51| 67.84| 67.86
Completeness (%) 66.8¢ | 55.97| 66.39| 59.81| 54.62| 58.18| 44.9¢ | 43.40| 43.93
Rimerge0n F (%) 5.74| 6.01| 575 6.02 6.88 6.307.9¢| 7.83| 8.14
24.8:| 24.05| 25.21| 22.9 | 20.92 22.32| 18.5¢ | 18.74| 17.52

b 13.81] 13.21| 15.91| 14.32| 11.97| 15.92| 6.0C | 13.60| 13.87
Recale 1.6-1.64 11.7 | 111 13.2) 12.7 153 | 149
7.4 | -49 -6.9 | 44 -4.8 | 4.3

6.7 4.6 5.7 4.6 5.3 4.9

2 Resolution range: @0~1.64, "resolution range: 1.87~1.6A,

3.3.3 Correction to the absorbed dose )
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For the actual data, the total shared volyW¢ owing to subsequent crystal settings is
77% (Tab. 3.6) and therefore 23% of fresh volumeawraverage is exposed in different
crystal settings (Sec. 2.2.6, Fig. 2.31B) (Schreidal, 2012). For the first 5 time series,
vertical displacementéy’) are negligible (Tab. 3.6). Large values(gf) are observed
from 5" to 12" time series and a total 25 % of the X-ray probetlme is freshly

exposed. The corrected X-ray dogks,.,- are obtained (Fig. 3.3B & Tab. 3.6).

3.3.4 Correction for laser damage using the control expement

The thickness of the crystal used for laser expamims 15@m. The common shared
volume(V.) is 80% which is slightly larger than that obtairfedreal time series (77%).
No correction is needed due to vertical displacamégri) of the X-ray beam because
crystal positions remain fairly stable in all datkray exposures (data not shown). The
corrected virtual dose3; are obtained (Fig. 3.3B). THB (solid black triangles) values
are plotted as a function 6§ and fitted by a straight line with the slogg = - 0.0113 x
10° (I)/Gy (Fig. 3.3B). The virtual half dose valtlbf/2 (not shown), at which the
normalized intensity reaches half of its maximurtueais about 4.5 MGy. The intensity
free from the laser damagé)..., is calculated (Eq. 2.30) and plotted as a fumctd
corrected absorbed do#g,,- (Fig. 3.3B). The(I)s... Values (red solid squares) as are
fitted by a straight line as well as by a singlp@xential. The crystallographic dose limit
is given byD{?J" = 16.8 x 10 Gy, which is same wheth€bee OF (I/0;) fre are used

(Fig. 3.3B & Tab. 3.7).
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Table 3.6 Absorbed doses (in 1@y) for 12 consecutive time-series, before andraft
corrections. N is the number of reflections in theolution shell 1.9-1.8 AI),,,,s and
(1/07)32ms are determined from the 32 ms time point in thelg®on shell 1.9-1.8 A,
(I} free and({l/o;)sree are determined from dose data after applying las@mrections;

Table from Schmidt et al., 2012.

time-series 1 2 3 4 5 6 7 8 9 14 1] 12
Averagedoseric| 33 | 66 | 99| 132| 165 108 23 26f4 2d7 330 33b.396
Deort (V=77%) | 2554| 508| 7.62 1014 1271 1545 1779 29.22.87| 25.41] 27.99 30.4b
') [um] 0 0 0 0 2 5 8 11| 12| 13] 14| 14
(;’,;;)"2 (Ver 254 | 508 | 762| 1016 1220 1398 1541 1659 1$.3.90 | 21.42| 22.36
Nreficions 3852 | 3860 | 3861 3861 386L 385 3863 3d64 3pso  3oomss 3 3894
(I)szms 330 | 207 | 271| 237| 211] 18| 160 1sh 143 1jo g8 B4
(e 337 | 310 | 289| 2s8| 233] 208 18] 17p 142 1Ps  1pa  foo
(1/61)32ms 11.07| 1022| o935 823] 733 650 571 s5h1  4ah2  Jo333 | 326
(/61 )ree 1131 1067| 997 o900 810 728 647 6b7 sh2 4694 | 3.89
Toyp [MS] 22 20 26 30 24 21 20| 35| 27 29 1§  2h
Tpose IMS] (1) | 23 23 27 30 48 65 os| 89| 164 13p 13 nd
R 604 | 727 | s572| 612 39] 304 240 245 2p7 18 571 153

2not corrected dose correction (R,) due to crystal settingscorrection due vertical

displacements are added to thgPnd not detected

3.3.5 First Right singular vectors (rSVs) from SVD

After the SVD analysis, only one significant righibgular vector (rSV1) for all 12 time

series is found. Here, the rSVs for tféahd 18' time-series are shown (Fig. 3.4). The

rSVs for the first time course (rSVE{1 black solid spheres) is fitted by the sum of two

exponentials, one for a rising phase and anothea fdlecaying phase with a relaxation

time ©(1)svi1 (Fig. 3.4A). For comparison, rSVI{Lis fitted with one exponential with

the same characteristic tim€¢l)svs. In the 10" time-series, a rising phase is barely

observed in rSV1(1) (Fig. 3.4B).
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Figure 3.4 Theright singular vectors (rSVsfor the two short timseries (i and

10™M). Black said spheres: *'rSV, red solid squares™®rSV, greersolid triangle: 3¢

rSV, blue stars: 4rSV andthin colored lines: 5 to 8" rSVs. Only 3 rSV (rSV1) is
significant.A. 1°' short time seriethat is exposed to the lowedisarbed dose. Blac
solid curve: fitting of rSV1(1) with two exponetdiawith a sourc¢not shownand a
decaying phaséVrtical dashed lin); Black longdashed curve: fitting with only or
exponential with the same relaxation time; vertidashe+dotted line: amplitude ¢
rSV1(1); horizontal dashedotted line: offset of rSV1(1). Insert: red dasloenlve:

concentration profile of pB1. Black dashed linelas@tion time from inverse of re-

coefficient k. B. 10" short time seriethat is exposed to ¢hhigh absorbed dos
Vertical dashed line: relaxation time of the decayphase fronthe fit of only one
exponential. Vertical and horizontal dashe+dotted lines, red dashed curve &
vertical dashed line of inserepresent the same variables as desed for panel A.
Figure fromSchmidt et al., 201:

Consequently, only one exponential wiiti0)syv1 is used for the fitBoth t(1)syv; and
1(10)syv1 are very similar, however the amplitudes and thiseté of rSV1(1) an

rSV1(10)differ grossly (comparFig. 3.4A & B).

3.3.6 The ratio of the amplitude to the offset

The level of noise in the difference electron dgnsiaps becomes higher with increas
radiation damage. As observed, the offset in rSB") is larger than rSV1®) (Fig. 3.4).

This effect has alsbeen notice in spectroscopyHenry & Hofrichter, 199).
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Figure 3.5 A. Normalized I*° values (black spheres) for rSV1 of all 12 timees

as a function of adjusted dc¢ Black dashed curve: datétted by a single
exponential; Hrizontal and vertical dashed line: ancbrresponding kineti

dose limit B. Three dimensional plot of rSV1 for all short t-series as a

function of corrected dose. The offsets in the sSate indicated by the colore
dotted lines. Green dotted line: small offsets; @ doted line: offset increase
slightly; red dotted line: offset increases strongrhe orange regime ends after
data sets. The red line indicates that postericalgsis of the data beyond this dc
will not be possible. Figure froiSchmidt et al., 2012.

From the first ISUrSV1), we calculate the ratiof the amplitude to the offse  , Tab.
3.6). This ratio is then computed for the rSV1s ofta# 12 tim-series The calculated
are plottedas a function of dose a fitted by a single exponent (black spheres
(Fig. 3.5A). From the fit, is determined and the corresponding dose is thetiki
half-value, = 9.7 x 1€ (Fig. 3.5A & Tab. 3.7). The rSV1s for all the tir-courses
are plotted in the thredimensions (Fig. 3B). The is reached after 4 short tir

series 0 36 data sets (compare Fig.A & B)

3.3.7 Relaxation times
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Figure 3.6 A. Relaxation time<obtained from the SVD analygiBed squares) an
from the posterior analys (Green trianglespas a function of adjusted d«. The red
and green dashed lines are guide to the eye. Bipbkres: difference betwe

and . The vertical dashed line indicates the kinetisaldimit . B. Three-
dimensional ploof all fitted time courses from the posterior arsadyas a function ¢
correct dose. The green, orange and red regimesthadapproximate relaxatic
times in these regimes are marked. Figure fSchmidt et al., 2012

Table 3.7 and derived from uncorrected and correctddsedata. Table from
Schmidt et al., 2012.
(Gy) (Gy, Sec. 3.3.€

<I>; uncorrected dose 18.4x 10

<l/o;>; uncorrected dose 19.7 x 10

<I>ee, cOrrected dose 16.8 x 10

<I/o>fee, cOrrected dose 16.8 x 16

R*°; uncorreted dose (not shown in Fig. A) 16.0 x 1¢

R"°: corrected dose 9.6 x 1¢

The relaxation times (red solid squares) extracted from the first s and those

calculated from the posterior analy (green soll squares) are plotted (Fig. A).
Up to the = 9.7 x 10Gy, the relaxation times  agree with relaxation time
After : and start to diverge as shown in Fig. 8.& B. For higher

absorbed dose such as ~22 > Gy, the time scale of the reaction from the SVDlysia
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is still 26 ms, however the time scale from thetposr analysis reaches up to 140 ms

(Fig. 3.6).

3.4 Timeresolved Laue crystallography: Effect of pH on PYP
3.4.1 Data processing
Data are processed up to 1.6 A. The completenegkeofata to this resolution is
acceptable and excellent up to 1.8 A. Differencepsnare calculated to 1.8 A. Data
collection statistics at pH 4, 7 and 9 for someseld time points are shown (Tab. 3.8).
Rmerge ON |Ff is around 4.5% for pH 7, < 6% for pH 4 and ~5 %t 9, showing the
excellent data quality. Lieis obtained when time-dependent data sets aredstaline
dark (reference) data at a resolution of 1.6 A. &bthree pH’'s Reqeare compared (Tab.
3.8).
Table 3.8 Data collection statistics for PYP at three di#fat pH conditionsdp denote

highest positive and lowest negative differenceteda density features in the unit ©f
value that is used for the difference maps. Tabole fTripathi et al., 2012.

pH 7 pH 4 pH 9
time delay ¢;) 4ps 512is | 512ms| 4s | 512is | 512ms| 4s | 512is | 512ms
Completeness (%) 70.5 704 | 715| 705 704 715 744 742 794
Completeness (%) 38.3 375 | 40.8| 383| 375 408 354 352 377
(I/oy) 29.8 26.5 295 29.8 26.5 29.5 239 246 25.8
Rimerge0N |Ff (%) 4.6 5.1 4.6 4.6 5.1 46| 58 5.6 5.4
Recae(%)" 11.2 12.8 10.1| 112 128 101 1§88 154 124
(AF) (€) 9.1 9.9 6.7 9.1 9.9 6.7 125 119 1041
(OAR) 4.2 4.8 4.1 4.2 4.8 41 5.4 54 5.7
Aprmin/Oap -11.2 6.8 47| -11.2| -6.8 -47 -88 -7.3 54
Apmax/Sap 12.1 6.6 4.9 121| 6.6 49| 96 6.2 5.4

Resolution range 100 — 1.6 Ain the last resolution shell 1.6-1.64 A
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Figure 3.7 A-C. Right singular vectol obtained from the SV@Rnalysis at thres

different pH’s. £ rSVt black spheres," rSV: red squares,8rSV green triangles

Two significant rSVs are present and each of thenfitted with sum of tw

exponentialsFits for the 1 rSV (black solid curve) and thé2SV (red solid curve
are shown. Relaxation times of the p#) and pB {,) determined from the s are

marked by vertical black dashed linA. at pH 7, £ and 29 rSVsare fitted by a sum
of three exponentials.he tird phase indicates a third intermediate wa relaxation
time of 71 ms (gray dashed vertical linB. at pH 4,C. at pH 9.D-F. Concentration
profiles obtained from the posterior analysiusing the proposed chemical kine
mechanism (Fig. 2.17B). Relative concentrationntérimediate pR (red), pblue),

and pG (black) atD. pH 7.0E. pH 4.0 andr. pH 9.0. Relaxation times (vertical

dashed lines) calculated from microscopic rate toiehts k are shown. Figure fim

Tripathi et al., 2012.
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The rSVs obtained from the SVD analysis of theedldhce maps are plotted as a function
of time (Fig. 3.7). Two significant rSVs, rSV1 (bkaSolid spheres) and rSV2 (red solid
squares), are present showing that two kineticgg®es occur at each of three pH values
(Fig. 3.7). Note, at pH 7, a smalf ®hase might be present (Fig. 3.7B), and at pHé, t
2" process is almost absent (Fig. 3.7C). The rSVditee by sum of two exponentials
except at pH 7 for which fitting is also tried wiBhexponentials. The relaxation times,

andr, obtained from the fit correspond to pR and pBpeesively (Iheeet al, 2005).

3.4.2 Averaged difference maps and extrapolated electrodensity maps of
intermediates
For both pH 4 and 7, two kinetic processes cornedimg to the pR and pB are present
(Fig. 3.7A-B & 3.7D-E). The average difference mépspR and pB are obtained and
corresponding\F;;,,; are calculated as described in Sec. 2.2.14.dxe determined for
both pH as well as for both intermediates (Sec.12)2 For example, at pH 7 the values
of N. are about 15 and 25 for the pR and the pB staggectively. Using the J§,
extrapolated maps are obtained (Fig. 3.8l.A & EBI.These maps are interpreted by
atomic models which are subsequently refined angrored phase,,,, are obtained.
Using ¢, and the measured difference structure factor angas, new difference
maps (Fig. 3.8D & 3.8H) as well as new extrapolategps (Fig. 3.81.C & I.G) are
calculated. At pH 9 only one kinetic process cqoegling to intermediate pR is clearly
identified with t; of 1.5 ms (Fig. 3.7C & 3.7F). An extrapolated mfap the pR is
calculated as described for the other pHs (Tripattfail, 2012). At this pH the"™ process
corresponding to pB is barely visible. The sigmahobise ratio is too low in the difference

map to obtain a meaningful extrapolated map. A weeak signal is found at the
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Figure 3.8 Extrapolaed and difference electron density mat different pHsl. pH
7;11.pH 4 andlll. pH €. pR (left panelsA-D) and pB (right panel<sE-H); Panel A,
C, E & G denotes extrapolated electron density napl level (blue contour lines
Atomic models ohtermediate states (red lines) are shown. FsB, D, F & G show
difference electron density mappositive (blue contour lines) and negative (
contour lines) difference electron density are coneéd at #4. The dark state (pC
model (in yellow) is own. Extrapolated maps before (panel A & E) anére(panel
C & G) phase improvement. Difference electron dgnsiaps before (panel B & |
and after (panel D & H) phase improvement. Thefédénce) elctron density feature
o andp areindicated by tharrow in E and G. Figure from Tripathi et. al., 20.

chromghore foot and also at A-52 that may suggest the presence of pB with vesy
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occupancy (Fig. 3.8 lIL.E).

3.4.3 Structural analysis of intermediates at pH 7, pH 4and pH 9

Data collection and refinement statistics for intediates, pR and pB are quite similar
for all pH values (Tab. 3.8). In our case, the pRrmediate adopts two conformations
(i) pRcw and (ii) pReasgas reported previously (lhest al, 2005). For all three pH's, the
relative occupancy of pRsq is lower in compared to the piR. In pRew, the hydrogen
bonds (H-bonds) of the chromophore phenolic oxygeth Tyr-42 and Glu-46 are
preserved. The bond length for Tyr-42 is 2.9 A &mdGlu-46 is 2.7 A at pH 7 whereas
these lengths are the same for both residues 4t (@8 A) and pH 9 (2.9 A). In pRso,
the H-bond with Glu-46 is broken while that to B#-is preserved at a distance of 2.8 A
for all three pHs. In the case of pB, the H-botal3yr-42 and Glu-46, both are broken.
The chromophore head and Arg-52 are exposed tprttein solvent. In the extrapolated
and difference density maps of the pB state, aufeafp) is detected close to
chromophore phenolic oxygen, both at pH 7 and 4. (&EBILE & 1.G; 3.8I.E & II.G).

The featurea is interpreted as a water molecule which is H-leahtb the phenolate
oxygen of the chromophore. The corresponding H-bdistance is 2.6 A for pH 7 and
2.8 A for pH 4. At pH 4, for state pB another lafgaturep appears in the chromophore
pocket near Glu-46 and Tyr-42 (Fig. 3.81.E & I.GBIBE & II.G). This feature has never
been observed in any time-resolved crystallograplfference map on PYP. It is also
interpreted as an additional water molecule whschldbonded to Tyr-@ with a distance

of 2.7 A and weakly boned to Glu-46,Qvith 3.3 A.
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3.4.4 Kinetic Analysis

The relaxation timeszf) obtained from fitting of the rSVs are shown inbT&.9. No
significant differences are observedtnfor the pR state at pH 4 and pH 7. However,
7,=1.5 ms is significantly slower at pH 9. The relgow time (,) for pB to dark state
transition is more than 52 fold longer at pH 4 ampared to pH 7 (Tab. 3.9). The rate
coefficients k, k; and lk determined from the posterior analysis are showrein 3.9. At
pH 7, the rate coefficientsks much smaller thamkThis suggests that the pathway from
pR directly to pG is irrelevant at pH 7. At pH 4; is more than 20% of;kwhich
indicates that a fraction of the molecules relakesctly from pR to pG. At pH 9, the low
occupation of pB did not allow the refinement afdnd k. The value of k= 494 &
implies that pR mainly decays directly to the p@&d @B is almost absent.

Table 3.9 Relaxation times from SVD analysig & 7,). Rate coefficients {(kk, & ks)
and their inverser,, from the posterior analysis. Table from Tripathia., 2012.

pH=7 pH=4 pH=9"

T 175 (+/- 8) us 208 (+/- 12) ps 1.5 (+/-0.1) mg
T2 9.2 (+/-0.2) ms 478 (+/- 0.2) ms 20(+/-0.1) ms
ky 9730(+/- 9.58) S 13800 (+/- 3.12)'S 0.0
ko 55.8 (+/- 1.02) S 0.475 (+/- 0.002) S 0.0
ks 0.0 2940 (+/- 5.62)'s 494 (+/-51.5) 3
T o, =1/k ~100us 7o =1(k + k)~ 60us o —1/k ~ 2ms

Tp, =1/K, ~18ms 7o, =1/k, = 28

" At this level of pB occupation, refinement afdnd k is not possible.

3.5 Effect of temperature on PYP photocycle

3.5.1 Time-resolved Laue crystallography
3.5.1.1 Kineticanalysis

Data collection statistics are shown for all 14 pemature settings in Tab. 2.1.
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Table 3.10 Relaxation times obtained) from the fitof rSVs for all temperature settir.
The macroscopic coefficiel (4;) are the inverse af. The temperature dependence;
are fitted bythe Van't HoftArrhenius equation. From these fitting, energy ctivations
are calculated.

Temperature (°C T T, T3 T4
-40 11 ns 1.9 us 5.5ms 1.4
-30 2ns 120 ns 7 ms 420 m:
-20 2ns 100 ns 5ms 411 m:
-15 n.o. 36 ns 26ms| 537 m:
-10 n.o. 40 ns 3 ms 129 m:
0 n.o. 58ns 69/s 73 me
10 n.o. 31ns 30@s 28 m¢
20 n.o. 24 ns 19&s 9 me
25 n.o. 15 ns 19&s 12 m:
30 n.o. 10 ns 99is 6 ms
40 n.o. 7ns 4Ls 4.4 m:
50 n.o. n.o. 4Qus 1.3 m:
Macroscopic rate coefficier A Ay As A4
Pre-factor [1/s] na. | 1.6x18 | 1.9x106° | 7.7 x 1(*
Energy of activation fkJ/mol] na 35.9 53.4 49.¢

n.o. notobserved, n.a. not applica

kg
Figure 3.9 Chemical kinetic mechanism proposed fthe PYP photocyc.

Intermediates,q, Ict, pF1, PR, pB and pB are shown in different colors. Associa
rate coefficientskare also shown. Figure frc Schmidt et al., 2013.

TherSVs extracted from the SVD analyfor all temperatureare plotted as a functic
of employed time delaysAppendix E). The nomenclature fahe PYP photocycl

intermediates such asg Ict, pRi, PR, pBrand pB (Fig. 3.9) is samasdescribed in
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Figure 3.10 A. Right singular vectors (rs) at -40 €. Four kinetic processewith
7;...74 (dashed vertical line) are globally observedSolid spheres, open triangle
open squares denotiest, second and third significant rS, respectivel. Colored thin
curves around zerlne: less significant rSVs. Solid black cuydashei curve, dashed
double dotted curve a global fit of the significant rSVs by four exponahfunctions,
respectively, with the same set of relaxation tirbas with different amplitude
Relaxation times obtained at room tempere (25 °C, red) are shown fi
comparison in bracketsB-D. Macroscopic rates1 (inverse of relaxation times) fi
processes; to z; are plotted as fundon of temperature. Dashed cus: fits by the
Van't HoffArrhenius equation. Figure frc Schmidt et al., 2013.
previous works (Geniclet al, 1997a, Iheeet al, 2005, Kimet al, 201z, Junget al,
2013, Yeremenkeet al, 200€). At -40 °C, three significant rSVs are found which
globally fitted with 4 exponentials as shownFig. 3.10A. @rrespondinly, four kinetic
processes with relaxation tim =11ns, =1.%s, =55msanc =14s are
observedThe process wit = 11 nsresults from the nomero laser pulse width and t
decay of } to both kr and pF; that can be identified ithe earliest difference may  of
1.9 usresults from the relaxation of stactto pR, = 5.5 ms from the joint relaxatiol
of pR; and pRto pB and pG an = 1.4 s from pB to pG (Fig. 3.X). These processt

accelerate at higher temperaturesr comparison, relaxation times -40 °C (black

colored numbers) and at 25 °C (red colored numibdrsacket) are shown IFig. 3.10A.
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The relaxation rated; = 1/t; are plotted as a function of different temperatsg#ings
employed in the experimenFig. 3.10B-D). The rates aritted by the Van't Hot
Arrhenius equationHq. 1.9. From the fitting, the pre-factors and the energies

activation are determined (Tab. 3.).

3.5.2 Time-resolvedspectroscop

3.5.2.1 Dark absorption spectra of PYP in solution and on crystalline slurry

1k | | .

0.8k ﬁf‘: Y6 nm u

0.6 :;( 1‘ N

oaf ) .

A (au)

0.2+ \l:';JfN* nim .
'y
ok R

410 450 4§0 _530 570 6i0 6;30
A (1111 )
Figure 3.11 Dark absorption spectra fi PYP in solution (blue) anon a crushed
single crystal (red) measured micro-spectrophotometeSpectra are recorded fro
25 accumulations of 2us exposures. The absorption maxima are at 446 ramde
nm in solution and crystal, respectively. For astalline sample, absorption at
laser wavelength of 485 nm is approximately teresismaller than at 449 n

A typical absorption sictrum obtained from PYP in solution (2 mg/mL) and a
crushed pystal is displayed in Fig. 3.. Compared to solution, the absorption maxin
for a crushed crystal is shifted by 3 r

3.5.2.2 Time-resolved spectra on PYP solution

Fig. 3.12shows results from cime-series of absorption spectra collected from |
solutionat 10 time delays from 3us to 2 s after reaction initiation. The dark spe

obtained before and after the ti-series are shown in the insetFof). 3.12A, and it is
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Figure 3.12 A. Timeresolved difference absorption spectra from 3(- 2 s for PYP
in solution at 295 KBlack spectrum: earliest time point; Blue speptrdast time
point. The inset shows the dark spectra cted before (red) and after (blue) the f
timeseries. No permanent bleaching has occurB. Two significant rSVs obtaine
from the SVD analysis of the spectral nges from 400 nm to 510 nn™ rSV (red
circles); 29 rSV (bluecircles); & rSV (green cicles). Global fitting of the®, 2" and
3 rSV are represented by red, blue, and green cumespectively, and relaxatic
times are shown as vertical lin

apparent that no permanent bleaching has occufmedhe early time points around 1
ps (colored black) a peak evolves at 485 nm andagpaifecrease is observed at 446
As time progresses, the peak corresponding to #8%lisappears and 1 446 nm peak
begins to recove-rom the SVD analysis, two significant right sirgulectors (rS's)
representing two kinetic processes are obtainatispgayed inFig. 3.12B. After global
fitting of the rSVs by the sum of two exponentidlgp relaxation times; = 290 us and
1, = 0.38 s are determined. The first process corredgpto the pR to pB transition witk
lifetime of 290 us. The second process represéetsecovery from the pB state to
ground state, pG.

3.5.2.3 Time-resolved spectra on PYP crushed single crystal

Difference spectra obtained from crushed singlestatyat 0 °C Fig. 3.1{A) and 30 °C

(Fig. 3.138) are plotted as a function of wavelength from-600nm. The ark spectra
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Figure 3.13 Timeresolved difference absorption spectra amystalline slurry at
different temperature The black horizontaline represents the difference spectr
corresponding to the dar(reference) spectrumBlack colored spectruml® time
point; blue colored spectrur: last time pointA. T = 0 °CB. T = 30 °C. C-D.

Significant rSVs from the SVD analysis of the dbfiee spectra obtained for P
crystalline slurry atdifferent temperatures., 2" and 3% significant rSVs ari
represented byed, blue and green spheres, pectively. Solid curve denote the
global data fitting by the sum of exponentials. jeetive relaxation times al
represented as vertical lines. Relaxation timed)are obtained from crystallograpt
(n.0. means not observeC. At 0 °C three processese identified and labeled wit
their respective relaxation tirs ( , & )D. At 30 °C two processes with th
respective relaxation tins ( & ) are labeled.

obtained before and after the t-series are shown in the insetsFaf. 3.1'A & B. It is
apparent thapermanent bleaching either absent or very smatlSVs obtaine from the
SVD analysis at both temperature settings are showfig 3.14 (-D. At O °C three

significant rSVs equivalent to three kinetic prasmsare preserFig. 3.1:C). Process (1)
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corresponds to the pR to pB transition with relratimer; = 2.1 ms. The pB to pG
transition is biphasic and characterized by botitesses 2 and 3. The valuesropfand
T3 are 67 ms and 800 ms, respectively. Only 2 sicguifi rSVs are observed at 30D.
These two rSVs are equivalent to two processes. (Fit3D). The relaxation time
corresponding to the™process is 2.2 ms. A minor contribution from tﬁ%mocess with

7,= 32 ms is observed.

Table 3.11 Relaxation timesz{) and corresponding macroscopic rate coefficient$ for
PYP in solution and for a crushed single crystal.

Solution Crushed single crystal
Temperature 295K 273K 303K
Relaxation times; (ms) 0.29 380 21 67| 800 2.2 3p
Macroscopic rate coefficients 3.4x 4.76x 4.54x
(s'l) 10° 2.6 10 49 | 1.25 10 31
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4 Discussion

4.1 Catalase: structure and function

Our nitrosylated catalase (Fig. 3.1C) is of sigmifit importance because it appears to be
a good model system to mimic compound 1 (R®MEQg. 1.2) that cannot either be
recognized. The position of NO relative to the hgutene in our nitrosylated complex
indicates the location of #, bound in the actual catalytic reaction.

DEANO (Fig. 2.29 A) is a universal NO generatorttban be used for all kinds of iron
containing proteins. With the use of DEANO (Fige2A) and our simple glass apparatus
(Fig. 2.29B), we can successfully produce 100 ~ 2®8ol/L of NO. The solubility of
NO in water is ~2 mmol / L (Wilhelret al, 1977). With this solubility, a 200 mmol/L of
NO corresponds to a partial pressure of ~ 50 bais. drucial to start with such high
concentrations of NO because the dissociationabtO from the Cat-NO is very high
(Tab. 4.1). As soon as the crystals are removea fitte NO containing solution, they
quickly begin to lose their bound NO by diffusidn.addition, catalase crystals have to
be immersed in a cryo buffer before freezing thenthie cryostream (Sec. 2.5.2). This
process requires at least a few seconds, in whielNO may further diffuse out of the
crystals. By immersing our catalase crystals intitjetly closed cavity (Fig. 2.29B), we
could literally pressurized the crystal with NOeBsurization of these crystals with such
high NO concentration at pressures much higher thavar, enables us to detect a
substantial occupation of NO in the crystal.

Another advantage of our method is that with theD Imol/L DEANO, the

concentration of NO is 2 orders of magnitude highan that of oxygen. Even if all the
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oxygen in solution is consumed in reaction with N&@enty of nitric oxide is still
available to form Cat-NO complex. Handling of NO agell as performing

crystallographic experiments under complicated aotae conditions is not needed.

Table 4.1 On and off rates as well as binding constantsf(i)several protein-NO (or
CO) complexes. Table from Purwar et al., 2011.

Kon (M_l Sl) Kot (5_1) Kcano= (Ko/Kofr) (M_l)

Mb(Fe€)COF 5.1x10° 1.9x10° 2.7x10’
Mb(F€)NO? 1.7x10’ 1.2x10* 1.4<10"
Mb(FE)NOP 4.8<10" 42 1.14x10°
Lb(FENO’ 1.2<10° 2.0x10° 5.9¢10"
NP1(FE)NO° 1.5¢10° (pH 5) 0.18 (pH 5) 8.3x10° (pH 5)

1.5x10° (pH 8) 1.25 (pH 8) 1.2x10° (pH 8)
NP4(FE3)NCF 2.1x1CF (pH 5) 0.11 (pH 5) 2.0x10’ (pH 5)

2.3x10°(pH 8) 1.24 (pH 8) 1.9x10° (pH 8)
Cat(FE)NO” 1.3x10’ 1.5 8.7x1(F

2 Ref. (Rohlfset al, 1988) ; Lb=LegHemoglobin® Ref. (Lavermaret al, 2001):¢ Ref.
(Andersenret al, 2000); The nitrophorins adopt a closed and operfiocmation at pH 5 and
pH 8, respectively’ This work (Purwaet al, 2011)

NO binding has been observed for both ferrous amucfiron-containing heme proteins
(Tab. 4.1). It binds extremely tightly to ferrousnepounds such as Mb (# or Lb
(FE) with small dissociation rate coefficientgik(Tab. 4.1). This leads to a larger
binding constant{= kon koit) 0N the order of 1Vor higher (Tab. 4.1). A kinetic analysis
(Purwaret al, 2011) of the dissociation of NO from Cat-NO shothat the binding
constant Ka.nofor our catalase (B8 is 8.7 x 16 M (Tab. 4.1). Surprisingly, &:-noiS
higher than those typically obtained for ferricrirproteins such as Mb (E& whose
Kmetvb-nois 1.14 x 16M™ (Tab. 4.1). The reasons for these differencesbeaexplained
on the basis of our structural results (Fig. 3ltt)case of metMb, a water molecule is

bound at the B coordination site of the heme (Lavermanal, 2001), whereas our
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crystallographic results for the Cat-5 complex stibat this site is free (Fig. 3.1B). For
the NO binding to metMb, this water molecule had®¢odisplaced before a molecule of
NO can enter to that site. In catalase, NO canyeastupy the free coordination site
(Fig. 3.1B). This most likely accounts for the heglk,, in catalase as compared to that of
metMb (Tab. 4.1).

Our geometric calculations show that the NO ishghigbent away from the heme normal
with an angle of ~20(Tab. 3.1 & 3.3). This could be another reasondoge Keaino It

is proposed that the relatively large bending of M&y be due to the spatial overlap of
NO orbitals with the molecular orbitals of the ifparphyrin system. This has been
reported also for some other model systems (Righdelo et al, 2001). Depending on
the amount of electron density provided to the ,inoon gains some ferrous character
(Richter-Addoet al, 2001). Ferrous iron tends to bind NO more tighflyhigher degree
of overlap can provide additional stability to thiérosylated catalase. This may account
for the smaller dissociation rate coefficient ofr a@at-NO adduct as compared to the
metMb-NO (Tab. 4.1).

It can be suspected that the relatively large bepdingle in the Cat-NO complex is
coming from the reduction of iron due to photoalecs generated by X-rays. From our
micro-spectrophotometric results, the photoreductd iron for all 3 crystal forms are
evident (Fig. 3.2A-F). Reduction of iron due to plelectrons is also observed for
Nitrophorin (Dinget al, 1999). Changes in the metal oxidation state mgger major
structural changes to the catalase, for exampéelaifye bending geometry of NO. Since
our experiments are performed at cryogenic tempersit(Sec. 2.5.2), only minute

atomic rearrangements can take place (Kurinov &islam, 1995). From that, it can be
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assumed that that our catalase structures aresindhginal ferric form, even if iron is
reduced from Fe(lll) to Fe(ll).

The previously proposed mechanisms (Fita & RossmaAB5, Alfonso-Prietcet al,
2007) for catalase show that the porphyrin-Fe @bmplex (Eg. 1.2-1.3) must have a
tendency to easily donate electrons to facilitdte tormation of compound 1. Our
nitrosylated complex gains a partial ferrous chi@radue to the spatial overlap as
described above. The complex has an excess eled#msity and can easily give away
electrons. We speculate that the ferrous charaeatesn is enhanced, if the iron accepts
some electron density from the negatively chargetitdxyl oxygen of the distal residue
Tyr-357 (Tab. 3.1).

The structural changes in all three crystal forrhshe catalase are minute (Tab. 3.1 &
3.4) and the iron out of plane distances are almest upon binding of NfHand NO
(Tab. 3.1). The changes in the positions of actite residues are also negligible (Tab.
3.1). Similar results were reported for bacteriaatase upon ligand binding (Gousit
al., 1996). Catalase’s rigidity throughout the caialgtycle is responsible for its role as
an effective electron transfer protein. The strradtehanges remain as small as possible
to optimize the speed of the reaction. These reslifiter for other heme proteins such as
myoglobin (Schmidtet al, 2005b, Nienhaust al, 2005). Once the ligand is removed
heme itself becomes dome-shaped and the iron mmutesf the heme plane by ~ 0.3 A
(Schmidt et al, 2005a, lheeet al, 2005). This triggers the large structural changes
observed in this protein.

In our catalase structures, more than 1000 watdéecules are identified (Sec. 3.1.3 &

Tab. 3.2). These water molecules are located inymamities (Tab. 3.2). The presence of
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such large number of cavities provide a networkh® heme and may facilitate the
diffusion of HO,. A similar environment containing many cavitiesswabserved for
cytochrome c oxidase (Tab. 3.2) whose functionds dased on substrate diffusion and

electron transfer.

4.1.1 Significance for other heme proteins involved in elctron transfer

Our results can also be applied to other heme ipsteuch as cytochrome-c nitrite
reductase (ccNIR, Sec. 4.2.1) (Darvehal, 1993). This enzyme has some features that
are similar to the catalase (Fig. 1.2). For examplalso has hemes in its active site
(Einsle et al, 1999, Youngblutet al, 2011) and its catalytic reaction is based on the
transfer of electrons (Cole, 1996). The number letteons involved is 6 whereas 4
electrons are transferred in catalase (Sec. 1.4q9&1E2). When ccNIR catalyzes the
reduction of nitrite to ammonia (Berles$ al, 1995), several intermediates form and decay
(Cole, 1996, Einslet al, 2002, Kosterat al, 2008, Youngbluet al, 2011). The Cat-
NO complex may mimic some of these crucial interiaes. This may provide an insight

into the function of this important enzyme.

4.1.2 Summary

The three dimensional structure of Cat-NO adduct loa successfully obtained. This
provides not only a detailed and deeper understgnali the reaction mechanism of the
catalase but also an insight into other electrandferring proteins. These results also
pave the way for easy crystallographic experimemth the NO in general and for

investigations on other proteins which weakly bixi@.
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4.2 Time-resolved study on PYP

The structures of our catalase adducts are sHiry already provide information about
how this protein works as a bio-catalyst. The artoipush time-resolved experiments to
perform functional studies on the catalase wherebgerved binding and dissociation of
the substrate and product, respectively, in reatiThe catalase reaction is irreversible,
very fast and cannot be initiated conveniently liyatshort light pulses. Therefore, it is
tedious to follow this reaction using time-resolveqstallography on an appropriate
time-scale. However, enzymatic reactions depentémperature and in many cases also
on pH. To explore the influence of these parameterghe kinetics, we employed a
model system (PYP) where reaction can be repeaiedigted in a convenient way.
Results from these experiments are discussed iffiotloaving sections. Since repeated
exposure to X-rays produce radiation damage, ifscefon the photocycle is also
explored and is discussed first. At the end, afooldtto new experiments which can be

performed at the next generation of X-rays souis@sesented.

4.2.1 Effect of radiation dose

Our results from dose experiments exhibit how tAmalging effects of X-rays and laser
pulses on PYP can be quantified. The uniquenessirofesults is the determination of a
kinetic dose limit in addition to the conventiorgdse limit, which is typically used to
estimate the dose sensitivity of a crystal (SowotflvDavieset al, 2007, Rajendraet
al., 2011, Kmetkeet al, 2011).

The relaxation times from SVD and posterior anayasee in agreement up to the kinetic

dose Iimit,Df/2 (Fig. 3.6A & B). Afteer/Z, relaxation times from the posterior analysis
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start to deviate. This shows that SVD can extractect relaxation times even at higher
X-ray doses because it is able to accurately deéhlwery small occupancies such as 3-5
% (Schmidtet al, 2003). On the other hand, sensitivity of the poet analysis to noisy
data causes the aforementioned deviations (Sclehalt 2012).

Up to Df/z, 36 complete Laue data-sets can be collected &#hYP crystal of moderate
size (170 x 170 x 700 pdnwithout disturbing the kinetic and structural bsis (Fig.
3.5). For a successful SVD analysis, 3 data setsnoer of magnitude in time should be
collected (Schmidet al, 2003). Accordingly, a complete data set covedi@gorders of
magnitude in time can be collected using only dngls crystal. This means, with proper
experimental settings, a comprehensive time-sdrm®s picoseconds to seconds can
reliably be obtained (Schmiét al, 2010).

As shown in previous studies, the dose lijj, at room temperature not only depends
on the number of X-ray exposures (Tab. 4.2) usedhi® data collection but also on the
employed dose rate (Kmetlai al, 2011, Rajendraet al, 2011, Southworth-Daviest
al.,, 2007). TheD,,, decreases when the dose rate is increased (Meerts 2010,
Rajendraret al, 2011). The possible reason is that at a highse date, the crystal heats
up. Hydrogen may be produced and continues to aglatenin the crystal. In our case,
the instantaneous dose rate (~2.3 X*1®y s') is immense; however, the damaging
effects are not significant. This is because wedeudaior 4s between two X-ray pulses so
that the crystal can cool down (Moffat al, 1992). This significantly reduces the
average dose rate, which greatly affects the dasé (Tab. 4.2). In our case, the dose

limit is large even without using any radical saayers. The addition of these
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scavengers, such as ascorbate, to the crystalsnor@ase this dose limit, ,, (Barkeret
al., 2009).

OurD,, is one of the largest dose limits reported samfaoom temperature (Kmethed
al., 2011, Rajendraet al, 2011, Southworth-Daviest al, 2007). However, it is more
than an order of magnitude smaller than the Heodelimit (200 x 16 Gy) and the
Owen-limit (430 x 18 Gy). Both of these limits are obtained at cryogeeimperatures.
The D/, values at cryogenic temperatures are relativelgelabecause the secondary
damaging effects such as diffusion of radicals ateongly inhibited at lower

temperatures (Oweet al, 2006).

Table 4.2 Calculated value of dose limits and employed dases for different type of
proteins.

Protein Dose limit 04 /7) Dose rate References
(Gy) Gy s)
Lysozyme 16.3 x 18 10 (Southworth-Daviest al, 2007)
Insulin 2.20x 10 1430 (Rajendramt al, 2011)
PYP 16.7 x 10 600 (This work) (Schmidtet al, 2012).

No site-specific damage is found at any of the amanid residues of PYP (including
Asp, Glu and those containing sulphur) from thepéttion of the dark difference maps
(Di+1 — Dy) (Schmidtet al, 2012). Interestingly, others (Kmetlat al, 2011) reported

specific damage even at room temperature. The eifict observed in our difference
map is that the noise level increases with theem&ing number of time-series (Schmidt
et al, 2012). The possible reason for the absence sktlexalized damages is that the
damaged molecules quickly lose their structurakgnty at the room temperature,
whereas at cryogenic temperature molecules are msi@agle. As a result, at room

temperature, even if some specific radiation dantagers, its signature disappears as if
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the entire molecule is removed (Schm&dtal, 2012). This generates some strain in a
crystal which causes an increase in the mosaititygher X-ray doses as observed in our
case.

Another interesting observation is that our coedcscattering intensities decay linearly
(Fig. 3.3B). For the interpretation of dose datheos proposed a first order model
(Southworth-Daviegt al, 2007) that would result in an exponential decdker than the
linear one. The reasons for these discrepanciesnateknown. Therefore, more
experiments are necessary to propose a model @mabe widely used to interpret the

dose data from time-resolved crystallography.

4.2.1.1 Significanceto other proteins

For PYP, tha)f/2 is almost half of thé®, ,, (Fig. 3.5B, Tab. 3.7). This relationship may
hold for other proteins such as myoglobin (Schreidal, 2005b) and clam hemoglobin
(Knapp et al, 2006), which were also investigated using lomgetiseries from time-
resolved crystallography. Results from these expenis allow us to setup a proper Laue
experiment for dose-sensitive specimens such asdNé&R (Youngblutet al, 2011) as
mentioned already in Sec. 4.1.1. This sensitivetgmohas been investigated in
collaboration with the Pacheco group. Several tffawvere made to determine its
structure using monochromatic X-rays but remainaduacessful. Crystals of ccNIR
obstinately resist freezing. In addition, these stals quickly deteriorate in a
monochromatic X-ray beam at ambient temperaturésictire determination became

feasible only when short polychromatic X-ray pulsese used. This suggests that short-
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pulsed Laue experiments may be a preferred tecaniigu proteins, which are highly

sensitive to higher doses of X-ray radiation.

4.2.1.2 Summary
With the kinetic dose Iimin/z, the number of kinetically meaningful data sets ba

determined from a moderately sized single cryst&oP. The crystal size used for our
experiment is very well suited for time-resolvedystallographic experiments. This
information can be used as a prerequisite to sditme-resolved crystallographic

experiments for other proteins.

4.2.2 Effect of pH

In addition to the kinetic dose limit, we also exjgd how pH affects the structures and
kinetics of PYP. The effect of pH has been obsemseltroscopically, but a structural
analysis has never been performed before.

At pH 4.0, the relaxation time for the pB pG transition is increased by two orders of
magnitude than that at neutral pH (Fig. 3.7B & 3.T&b. 3.9). This is consistent with the
previous studies which show that the pB relaxatsbows down with acidification
(Borucki et al, 2006, Genicket al, 1997a, Hoffet al, 1997). The reasons for this
significant deceleration of the dark state recovieoyn the pB state at low pH were not
known before. The presence of a water moleculeesponding to our feature (Fig.
3.8ILE & 3.8I.G) in the pB state allows us to éip this slower recovery. For the
chromophore to relax from its pB state to the grbatate, this water molecule has to be
removed. The water molecule acts as a transieiiioh As soon as the pB state forms,

the water enters in the chromophore pocket aftéri20of the state formation. Since the
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two events, formation of pB arthe appearance of water are closely related, the v
binding must be faster than pB formation. Therefavater appears at the instant s
formed as observed from the structuf the pB intermediate (Fig3.8lI.E & 3.8II.G).
The water molecule stays in the pocket and exiés afls.

The water molecule identified in the chromophorekad may be a hydronium ic
(H;0") that neutralizes the negative charge on the-46. Consequently, G-46
becomes protonated’he neutral electrostatic environment in the ofwphore pocke
may be one of the reasons why a large fraction @taules relaxes directly from pR
pG (Fig. 3.7B & 3.7E).

The waer molecule denoted I/ feature (Fig. 3.1I.E & 3.8I1.G) forms hydrogen bors
with both Tyr42 and GI-46 (Sec. 3.4.3). This observation enables us tdagxphe
results obtained from the previous Fourier Tramafdnfrared (FTIR) spectroscoj

(Brudler et al, 2001,ShimizL et al, 2006) This study shows that the peak belongin

A O B

Glu-46 \)&\ ot

\ ) S
Cvs-69 ) Cyvs-69 )
Figure 4.1 Structural differenceof the PYP chromophoia the pG and blue shifte
intermediate state p A. In pG, the chromophore igans form and GI-46 is
protonated. An extendedngth of the conjugated system (red dashed line
possible.B. In the pB state, the proton has moved from the-46 to the
chromophore. Consequentlthe chromophore becomes protonec The effective

length of the conjugated system is shortened asyonsible for the blue shift of th
intermediate.
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the Glu-46 carboxyl group shifts from 1759 tno 1747 crit when the pH of its
surrounding environment is lowered. The presendbefvater molecule(feature; Fig.
3.8ILLE & 3.811.G) can potentially increase the hyphilic environment near Glu-46 at
low pH and may be responsible for the change inGhe46 IR-peak. Others (Meyet
al., 2003) also speculated that the hydrogen bonddmsta solvent molecule and Glu-46
is responsible for the spectral form of the PYRiimtediate.

In addition to the featurp, our pB state shows the presence of another featautside
the chromophore pocket at pH 7 and pH 4 (Fig. B.&13.8I.G, 3.8Il.LE & 3.81l.G). This
feature was also observed by others (Ileeal, 2005, Schmidet al, 2004) and was
defined as a double conformation of Arg-52. Our rioved data quality enables us to
modify this interpretation. We attribute the feataras a water molecule that forms a
hydrogen bond to the phenolate oxygen of the chptroe (Sec. 3.4.3). With this, one
can explain the blue shift of the pB state (¥teal, 1996). The presence of this hydrogen
bond can affect the electron transition of the ofwphore. The bond nature between
phenolate oxygen and Glu-46 start to resemble glesibond (Fig. 4.1B). The effective
length of the chromophore becomes shorter (compare4.1A & B). This may be
responsible for the blue shift. A similar obsereatihas also been shown for a green
fluorescent protein (GFP) chromophore, whose albisormaximum is blue-shifted in its
protonated state (Kirchhofeat al, 2009). A previous study of the pCA chromophore
analog suggests that hydrogen bonds are respoffsilitee additional ~60 nm shift when
the protein environment is changed from aprotigptotic (Espagneet al, 2006). A

decrease in wavelength of ~15 nm is observed fopBisate when protein is denatured
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from its native form (Leeet al, 2010, Xieet al, 2001). In this form, more hydrogen
bonds may form with additional water molecules irgdo the extra blue shift of ~15nm.
At pH 7.0, relaxation times from the SVD analysie en agreement with previous studies
(Ihee et al, 2005, Schmidet al, 2005a). Ihee and coworkers reported the presehce
two pB phases at neutral pH. The second phagespBuch less occupied as compared
to the first phase pB (lhest al, 2005). Similarly, a faint kinetic phase corresgiog to
pB; at 71 ms is observed in our case (Fig. 3.7A). fEason for this weak phase is that
the pB and pB are structurally very similar. Only one rSV is ained which shows the
presence of one phase coming from pB in general.

A comparison between relaxation times at pH 7.04a0dhows that the pR relaxes faster
at low pH (Tab. 3.9). This causes an acceleratiothe pR to pB transition. Similar
behavior has also been observed before (Gesticd, 1997b). The relaxation time for
the pB— pG transition at pH 4 is larger by two orders aignitude than that at pH 7
(Tab. 3.9). This is consistent with previous stadignich also show that the pB relaxation
slows down with acidification (Borucket al, 2006, Hoffet al, 1997, Genicket al,
1997h).

At basic pH (pH = 9), PYP stops cycling through dignaling state pB. From the pB
state it reverts directly to ground state. The esponding relaxation time obtained either
from the SVD analysist{) or from the posterior analysisq(), is on the order of ~2 ms
(Fig. 3.7C & F; Tab. 3.9). This time scale qafor tp; is approximately one order of
magnitude larger than that at pH 4 and 7. The hightprevents the detachment of the
chromophore head from the hydrogen-bonding netwaska result, the pR state cannot

relax into another state and the chromophore rezsiaes on a time scale of milliseconds
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(Tab. 3.9) as also reported by others (Gemitkl, 1997b). The cis—configuration after
the isomerization can be further stabilized foreatended period of time only if another
state is occupied. This happens at pH 7 and 4,entier pB state is largely occupied. At
these pH’'s, the pB state stabilizes the cis condigon of the chromophore for an

extended period of time.

4.2.2.1 Summary

The variation of pH has a significant effect on Kueetics of the intermediate states in

general and on the signaling state in particulae pB state is absent at pH 9.0 whereas
its life time extends at lower pH’s. We speculd@ttPYP may act as a pH sensing device
in the host bacteria. The structural analysis @& teaction intermediates reveals the

features that account for the blue or red shifeolbsd spectroscopically.

4.2.3 Effect of temperature

From the dose and pH experiments, it is shown that results are kinetically
meaningful. We use this knowledge in exploring ¢ffect of temperature on the kinetics
of PYP. Results from our temperature dependentysshdws that the functionality of
PYP or proteins in general can be controlled byinginthe temperature. Not only
structures of intermediates and chemical kinetirsloe obtained but also thermodynamic
properties can be extracted using the transiti@tesequation (TSE, Eqg. 4.1). The
temperature dependent time-resolved study pushgstaliography to a new frontier.
Results from both crystallographic and spectroscogchniques are complementary to
each other and can be tied together for a bettderstanding of PYP. Spectroscopic

results also corroborate the findings from crystiaphy.
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A comparison of relaxation times from time-resolwegstallography at -40 °C and 25 °C
is shown in Fig. 3.10A. At higher temperature, thanber of kinetic phases is reduced
from 4 to 3. This is because at elevated tempearat(hppendix E), the photocycle of
PYP speeds up. The fastest kinetic phase is shiberrour time-resolution and therefore
cannot be detected. A decrease in the number etikiphases at temperatures higher
than 50°C is not due to a further acceleration of the pbgtle (Schmidet al, 2013).
Protein starts to unfold and potentially more pBtet are formed that superpose to a

longer pB kinetic phase.

Table 4.3 Rate of recovery from the signaling state pB te dark state pG for PYP
photocycle determined using time-resolved speabtsc The observed rates are
compared with those reported by others.

Transition state Solution Crystal References
Photostationary (Meyeret al,
tate_pG (283 K) 666 m& NA To59)
Photostationary (283 K) 350 m& (283 K) 454 m& (Ng et al, 1695)
state—pG (283 K) 363 m§ (283 K) [191 ms & 714 m§] getdh
PB2-pG (293K) 360 ms (293K) ~20ms (veremenkaet al,
2006)
DB1orpB2opG' | (295K)380ms | (2/oK) Biphasic[67ms &8O0mS]| .

(303K) Biphasic [2.2 ms & 32 ms]

25 mmol/L sodium phosphate pH 7°0t0 mmol/L sodium phosphate pH 7°@0 %
saturated ammonium sulfate, 283Kkjata fitting with one exponentidldata fitting with two
exponentialst from the global fitting of rSVs by a sum of expmrials, NA not applicable

Our spectroscopic relaxation times for PYP in soluare compared with those reported
by others (Tab. 4.3). The final decay (380 ms) ioleth in our case is in very good
agreement with the relaxation time (360 ms) obsktwe Yeremenko et al., (Tab. 4.3).
This validates the design of our micro-spectrophter. In addition, our relaxation time

for pB—pG transition also matches with that for photostery to pG transition (Ngt
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al., 1995); however, these results cannot be diremippared. This is because these
relaxation times are obtained at different tempeest.

A comparison of spectroscopic relaxation times oncrgstalline sample is not
straightforward. Our results show that at low terapee, such as 273 K, the pBG
transition is biphasic. Between the two kinetic s#® the ¥ one (800 ms) agrees with
that (714 ms) reported previously (Tab. 4.3). TiBe4pG transition at 303K is also
biphasic where the"2phase (32ms) is consistent with a single kinetiase obtained at
293K (Tab 4.3). In addition to that, a comparisdnspectroscopic relaxation times
between PYP in solution and on crystals providesnaimght how the crystalline phase
may affect the protein kinetics.

For the crystalline samples, two pB phases are rebdespectroscopically at 0 °C
whereas a single pB phase is detected from crggtalbhy (compare Fig. 3.13 &
Appendix E). This is because spectra are sensttivelectronic transitions whereas
diffraction patterns are more sensitive to thecttmal changes. Consequently, even small
electronic changes in the chromophore region catebected from spectroscopy.

From the Arrhenius plot of macroscopic rate coedfits Aj obtained from time-resolved
crystallographic data (Fig. 3.10B-D), we determintbe activation energies for the
processes characterized Ayto A4. The A are linear combinations of the microscopic
rate coefficients of the underlying chemical kiogtiechanism. For a precise calculation
of thermodynamic variables, microscopic rate coedfits (K must be determined. For
this, a plausible kinetic mechanism that can prigpaterpret the data must be selected.
Posterior analysis is applied for the selected raeiem. The mechanism used for the

posterior analysis to our temperature dependerstaltggraphic data is shown in Fig.
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3.9. The procedure to extragtusing this analysis is outside the scope of tiesis. This
has been described in detail by a recent publicgigchmidtet al, 2013). Once kare
known for a proposed kinetic mechanism, their tenajpee dependence can be described

using the transition state equation which is gilgn

RT As*  aH*

k=—¢eR RT 4.1
N T (41

where R is the gas constant,, ¥ the Avogadro's number, T is temperature, h & th
Planck's constant amsS* andAH are the entropy and the enthalpy differences fram a
initial state to the transition state, respectivélyom the plot of kagainst temperature,

thermodynamic variables such as enthalpy, entroplyGibbs free energy differences to
the transition state can be extracted (Scheti@t, 2013). This is successfully applied to
our time-resolved crystallographic data. Similaflgermodynamic parameters can be
extracted from time-resolved spectroscopy. Howewarre spectroscopic experiments

performed at several temperature settings are s&oes

4.3 Future applications

As shown from our time-resolved crystallographia aspectroscopic experiments the
time-resolved approaches are suitable for investigayclic reactions such as PYP, light
sensitive complexes of heme proteins (Bourgeisl, 2007, Schmidiet al, 2005b,
Knapp et al, 2006, Srajeret al, 1996, Keyet al, 2007) and photosynthetic reaction
centers (Neutze & Moffat, 2012). Application of eetechniques to enzymatic reactions
is difficult because the reaction initiation on artra-short time scale is not
straightforward. For that, a substrate has to b&iged in an ultrafast manner. Once the

reaction is over, the end products must be remosésh, the new substrate has to be

www.manaraa.com



142

loaded so that it can be freshly exposed to theyramz Another challenge for
investigating the enzymatic reaction is that thactien in an enzyme can be initiated
only once due to the irreversibility of these reéats. To overcome these problems, either
flow cells (Kurisuet al, 1997) can be used or a new crystal charged whbktsate can be
mounted each time. Both of these approaches aitednd prevent rapid experiments.
Experiments on relatively faster time scales capdrormed using caged substrates. In
this method, an inactive caged substrate is sogitedhe crystal so that the substrate can
bind to the active site of the enzyme (Stoddeatrel, 1998, Dukeet al, 1994, Schlichting
et al, 1990, Stoddareét al, 1991, Dukeet al, 1992, Scheidigt al, 1992). A short and
intense laser pulse is used to activate the caglestrate. The activation rate varies from
nanoseconds to milliseconds (Adams & Tsien, 1998el@er & Givens, 2005). The
guantum yield of the activation may be low. A setiser shot may not activate a large
fraction of the caged substrate. Chemical expeisisequired to design and develop new
caged substrates for various types of enzymes.eTpeblems prevent the use of time-
resolved crystallography as a routine tool to itigage these non-cyclic reactions.

Both challenges, fast reaction initiation and thguirement of multiple exposures during
data collection, can be circumvented with the expents performed at a modern facility
using advanced techniques. New generation X-raycesusuch as the XFEL (Fig. 4.2)
deliver on the order of 1&photons in a femtosecond X-ray pulse (Boeteal, 2012).
Having this flux, even a single pulse provides firalition pattern on a tiny crystal with
sufficient signal to noise ratio. Such high fluxaéfes us to perform time-resolved
experiments on small crystals. In addition, theiatoh damage is absent on fast

femtosecond time scale (Chapmeatnal, 2011). For rapid reaction initiation, the easiest

www.manaraa.com



143

way is to mix the enzyme with an active substratte ket the substrate diffuse into the
crystal. To achieve the best time-resolution, thiiusion time ¢p) into the crystal must
be as fast as possible, depends on the square of the crystal size (Sch2@di3). For
example,tp is on the order of seconds for a crystal of size0~8@100 x 500 prhand
decreases to 1.5 s for 0.1 x 0.2 x 0.3*gized crystals. Another requirement is fast
mixing of the enzyme with the substrate. With neméxing devices, time resolution can
be as good as 150 ps (Cherepanov & de Vries, 20fjéktor technology is progressing
rapidly to deliver enzyme-substrate mixture inte tkFEL beam (DePontet al, 2009,
Park et al, 2006, Deponteet al, 2011, Gain&tCalvo et al, 2010, Sierreet al, 2012).
Two events, mixing and injecting, must be carefeychronized with X-ray pulses to

probe changes in an enzymatic reaction.
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Figure 4.2 A schematic setup for a mix and inject -resolved femtosecond (
serial crystallographic experiment at the XF. Nano- and micre-crystals of
catalase are in syringe A and substrateO, in syringe B. After mixing, tF
crystal/substra¢ droplet is injected into the FEL beam. The crystal mig
disintegrate after the fX-ray pulse, but diffraction occurs earlier. The thfftion
pattern is damage fre Figure from Schmidt et al., 2013 is modifie

This approach enables us study enzymatic reactions that occur on faster theed:s.
One of the exampleis catalase whose turnover tina¢ ambient temperatuis on the
order of ~us (Reickt al, 198J). In addition, this method cdrme applied to a wide rang
of the enzymes becausatalytic rates for most of the enzymes are favgrin the range
of few ms (CornistBowden, 201). The mix and inject technique paves a way
conveniently and routinely investigate enzymatiactens ol the faster (us) time

scales.
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5 Appendices

In this section, we provide the source code for fkmedor basic program
(Appendix A). This program was employed for theadaicquisition as well as for
initializing the iStar camera. During the data eotlon, timing is synchronized using two
digital delay generators: DG545 and DG645. Only B&6eeded to be controlled by a
program, therefore a Matlab graphical user interf@@Ul) was created for this delay
generator (Appendix B). In addition, Matlab progemere used to analyze the time-
resolved spectroscopic data. The source codesofibr df these programs are given in
Appendices C & D. Finally, a figure from Schmattal.,2013 shows the relaxation times

obtained from the time-resolved crystallographgitierent temperatures (Appendix E).
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5.1 Appendix A: Program 1 for time-resolved spectroscopic data collection

This program is written in the Andor basic, a prefary programming language. It is
used to collect all the time-resolved absorptioect@ at different time delays with
minimal user input. All the desired time-delays aranually fed in this program using
another Matlab script (not shown). Since this paogrcan be initiated with an external

trigger pulse, data acquisition can easily be syorubed with the Q-switch laser pulse.

RelaxationTime =5 // Waiting time between two laser pulses

t=1000; dim exp&|t]

gosub .createexposuretime //create the number of exposures from 2ms-3sec

exp&[1] =0.002; i=1

while(exp&[i] < 0.01) //exposure time from 2ms-9ms
exp&[i+1] = exp&[i]+0.001;i=1i+1

wend

while (exp&[i] > = 0.01) && (exp&[i] <0.1) // 10ms-90ms
exp&[i+1] = exp&[i]+0.01; i =i+1

wend

while (exp&[i] > = 0.1) && (exp&][i] < 1.0) // 100ms-1sec
exp&[i+1] = exp&[i]+0.1; i =i+1

wend

while (exp&[i] <5.0) // 1sec-4sec
exp&[i+1] = exp&[i]+0.005;i=i+1

wend

num = i-1; print("Total number of exposure time: "; num)

d =10; dim delay&[d] // 8 time delays in the range from 50 ps-1s
delay&[1]=0.00*107000:delay&[2]=5.00%*10"007:delay&[3]=2.06*107008:delay&[4]=8.47*10"008:
delay&[5]=3.49*107009:delay&[6]=1.43*10"010:delay&[7]=5.90*107010:delay&[8]=2.43*10"011:
delay&[9]=1.00*10"012:delay&[10]=0.00*10"000

dim rel_exp&[d] // Relevant exposure times(exposure times > = (gate pulse width + pulse delay))
//Gate pulse width, a deciding factor for time-resolution

dim pw&[5]

pw&[1] = 20*¥1076 : pw&[2] = 40*1076 : pw&[3] = 60*1076 : pw&[4] = 100*1076 : pw&[5] =
170*1076

// Select accumulation number based on gate pulse width

dim acmn&[5] ; acmn&[1] = 45 : acmn&[2] = 30 : acmn&[3] = 20 : acmn&[4] = 15 : acmn&[5] = 10
SaGain = 50; dim gain&[5] // Select the MCP gain, either same for each time delay or different
gain&[1] = SaGain : gain&[2] = SaGain : gain&[3] = SaGain : gain&[4] = SaGain : gain&[5] = SaGain
trigger = 2 //External triggering

setdatatype(6) //datatype is absorbance units; setacquisitionmode(2) //read in FVB mode

window =100;i=1;j=1
forj=1tod
print(" next in loop j = ";j)
gosub .pulsewidthaccumulationifelseloop //Assign pulse width
while ( ((delay&[j] + pulsewidth)> = exp&[i]*10712)&&(j<(d+1)))
i=i+l
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wend
print("i= ";i;" j="}j)
if ((delay&[j] + pulsewidth) <= exp&[i]*10712) then
rel_exp&|[j] = exp&[i]
if j = =d) then //*** For the dark after ***
rel_exp&[j] = exp&[1]; pulsewidth = pw&][1]
accumulationnumber = acmn&[1] ; MCPgain = gain&[1]

endif
print(" For delay time (";j;") ";delay&[j]; ": exposure time(";i;") ";exp&[i]*10712;":
relevent exposure time(";j;") ";rel_exp&[j]*10712)
print(" pulsewidth ="; pulsewidth;" and accumulation number ";accumulationnumber)
endif
next

TotalAccu =0 // Initialization

gosub .takebackground

key(" TAKE REFERENCE NOW ") //wait for user input; gosub .takereference //take reference data
print("Total accumulation needed for Signal: ";TotalAccu);

MinutesSig =(TotalAccu*RelaxationTime) /60

print("Time required for Signal: ";MinutesSig;" mins = ";MinutesSig/60;" hours")

key(" TAKE SIGNAL NOW ")  // wait for user input; gosub .takesignal //take signal data

print ("Successfully DONE"); print(TotalAccumulation); saveoutput("output.txt")

// ¥ Function.1 called in the main program
.pulsewidthaccumulationifelseloop
if (delay&[j]> = 0) then

if (delay&[j]<80*10”6) then
pulsewidth = pw&[1]; accumulationnumber = acmn&[1] ; MCPgain = gain&[1]
print(" Time point ";j;": delay less than 80us, pulsewidth = ";pulsewidth)
endif
if ((delay&[j]> = 80*1076)&&(delay&[j]<200*10”6))then
pulsewidth = pw&][2]; accumulationnumber = acmn&[2]; MCPgain = gain&|[2]
print(" Time point ";j;": delay b/w 80us and 200us, pulsewidth = ";pulsewidth)
endif
if ((delay&[j]> = 200*10"6)&&(delay&[j]<1*1079))then
pulsewidth = pw&[3]; accumulationnumber = acmn&[3]; MCPgain = gain&[3]
print(" Time point ";j;": delay b/w 200us and 1ms, pulsewidth = ";pulsewidth)
endif
if ((delay&[j]> = 1*1079) && (delay&[j]<500*1079))then
pulsewidth = pw&[4]; accumulationnumber = acmn&[4]; MCPgain = gain&[4]
print(" Time point ";j;": delay b/w 1ms and 500ms, pulsewidth = ";pulsewidth)
endif
if (delay&[j]> = 5*10711)then
pulsewidth = pw&[5]; accumulationnumber = acmn&[5]; MCPgain = gain&[5]
print(" Time point ";j;": delay greater than 500ms, pulsewidth = ";pulsewidth)
endif
endif
return
// ¥ Function.2 called in the main program

.takebackground ; print("Ready to take background")
forj=1tod
gosub .pulsewidthaccumulationifelseloop
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94 print(" For delay time ";delay&[j];" (";j;") "; ": relevant exposure time ";rel_exp&[j]*10712)

95 print(" pulsewidth = "; pulsewidth;" accumulation number ="; accumulationnumber; " MCPgain
96 = ";MCPgain)

97 setDDG(trigger, 0, delay&[j], pulsewidth, 0); setaccumulatenumber(accumulationnumber)

98 setGain(MCPgain); setexposuretime(rel_exp&[j]); setacquisitiontype(1); run()

99 #(window+j)_bg = #0_bg

100 next
101 return
102

103 // ****+ Function.3 called in the main program

104 .takereference; print("Ready to take reference")
105 forj=1tod

106 gosub .pulsewidthaccumulationifelseloop

107 print(" For delay time ";delay&[j];" (";j;") "; ": relevant exposure time ";rel_exp&[j]*10712)
108 print(" pulsewidth = "; pulsewidth;" accumulation number = ";accumulationnumber; " MCP gain
109 = "; MCPgain)

110 setDDG(trigger, 0,delay&[j], pulsewidth, 0); setexposuretime(rel_exp&][j])
111 setGain(MCPgain); setacquisitiontype(2)

112 #0_bg = #(window+j)_bg; setaccumulatenumber(accumulationnumber); run()
113 #(window+j)_ref = #0_ref; TotalAccu = TotalAccu + accumulationnumber + 2
114 next

115 return

116

117 //*»** Function.4 called in the main program
118 .takesignal; print(" Now ready to take signal")
119 create(#1000,1024,1,d)

120 forj=1tod

121  gosub .pulsewidthaccumulationifelseloop

122 print(" For delay time ";delay&[j];" ("; ;") "; ": relevant exposure time ";rel_exp&[j]*10712)
123 print(" pulsewidth ="; pulsewidth;" accumulation number = ";accumulationnumber; " MCP
124 gain = "; MCPgain)

125 SetDDG(trigger, 0,delay&][j], pulsewidth, 0)

126 setGain(MCPgain); setexposuretime(rel_exp&[j]); setacquisitiontype(0)

127 #0_bg = #(window+j)_bg; #0_ref = #(window+j)_ref

128 if (j == 2)then

129 print(" Turn on the LASER for time series ") ; key(" Turn on the LASER for time series ")
130 endif

131 if (j == (d-1))then

132 print(" Turn off the LASER and take dark "); key(" Turn off the LASER and take dark ")
133 endif

134 setaccumulatenumber(1); run()

135 #(window+j)_sig = #0_sig; setaccumulatenumber(accumulationnumber); run()

136 #(window+j)_sig = #0_sig; print("Scan ";j;" is completed")

137

138 filename$ = "pyp_" + str$(window+j) + ".sif"; save(#(window+j),filename$)

139 filename2$ = "pyp_" + str$(window+j) + ".asc"; saveasciixy(#(window+j),filename2$,2)

140  #1000_sig{j} = #(window+j)_sig

141 TotalAccu = TotalAccu - accumulationnumber-2 // Calculate remaining time for data acquisition
142  TimeRem =TotalAccu*Relaxation Time/60; print("Remaining time: ";TimeRem; "minutes")

143 next

144  save(#1000, "PYP_KS.sif"); copyxcal(#0,41000)

145  saveasciixy(#1000,"test117.laser446.150uj.Wait4s.T285K.cov20.asc",2); closewindow(#1000)
146 return
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5.2 Appendix B: Graphical user interface for the timing synchronization

The graphial user interface is created in Matlab for the D&&4 mentioned. is used
to control the delay between flash lamp an-switch pulsesWith this, one can als
select the desiredaiting time between two subsequent laser p.

SetPolarity———————

s [

Dispiay Deiay Channei E —
Displary Delay Channel F = =
Display Delay Channel G
Quick Delaﬂ; Set A Triggering Mode (ADWT) | Adv d Setting
Delay C wit To L
0 ! [ LIS | T . —
Delay Hwit G el | ot | | | 12 fleceie
‘Query Disp Err Clear Disp Err Fix Com port Err Self Test Reset
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5.3 Appendix C: Program 2 for time-resolved spectroscopic data analysis

The code performs the analysis of the time-resobetctroscopic data. It requires an
input file consisting of absorption spectra at eliéint time-delays. Such file has already
been produced fromprogram.1l From these absorption spectra, difference spesta
first calculated and then brought to the same tdfs8pectral changes in a specified
region are selected for the SVD analysis. Obtainght and left singular vectors are

plotted against the time and wavelength axis, rEspy.

Clear all; clc;

The given time range from 30us to 2s is distributed in 10 time points such that all of them are
equally distributed on the logarithmic scale

tps=12; n1=1og10(30)-6; n2=log10(2);% (15 & last timepoint:30us & 2 sec)
time=(logspace(n1,n2,tps-2))’; (% Distribute in 10 time points)

tp(1)=0;tp(tps)=0; tp(2:tps-1)=time; t=tp';clear n1 n2 tp;

Provide the ASCII file in which the first column is wavelength and remaining ones are the
absorption spectra at certain time delays
Kinetic_Series_Xe='"test161_Sol27.asc'
Detailedname="t161.RT.W5s.10tps25us~2s.S0l27.L446nm150uj'
dark_figure=sprintf('Dark_%s.tif',Detailedname)
absorbance_figure=sprintf('Abs_%s.tif',Detailedname)
Difference_abs_figure=sprintf('DiffAbs_%s.tif',Detailedname)
LeftSingularValue=sprintf('Two_ISVs_%s.tif',Detailedname)
SingularValue=sprintf('SVs_%s.tif',Detailedname)
RightSingularValue=sprintf('Three_wrSVs_%s.tif',Detailedname)
delay=sprintf('Delay.tps_%s.mat',Detailedname);save(delay, 'time");
wrSV=sprintf('wRSV_%s.mat',Detailedname)
diffSpec=sprintf('DiffSpectra_%s.asc',Detailedname)
FirRSVgrace=sprintf('firstrSVforGrace_%s.asc',Detailedname)

Read the file & assigning variables

f=fopen(Kinetic_Series_Xe,'r') % read file

data=(fscanf(f,'%f,[tps+1 1024]))"; %Total Cols are 13 (1 lambda + 10 tps + 2 dark)
fclose(f);

PREwavelength=data(:,1); PREabsorbance=data(:,2:tps+1);
darkbefore=PREabsorbance(:,1); darkafter=PREabsorbance(:,tps);

Plot dark absorption spectra to examine the bleaching affects
figure(1);plot(PREwavelength,darkbefore,PREwavelength,darkafter)

title({"\bfDark spectra\rm'; sprintf(' %s',Detailedname)},'fontsize’,22,'fontname’, Times New
Roman')

xlabel("\bfWavelength(\lambda)\rm','fontsize',22,'fontname’,' Times New Roman')
ylabel("\bfAbsorbance unit(A)\rm','fontsize’,22,'fontname’,' Times New Roman')
h=legend('dark before','dark after"); set(h,'fontsize',15,' fontname’,'Times New Roman')
set(gca,'fontsize’,12,'fontname’,' Times New Roman')
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38 xlabel("\lambda (nm)', fontsize',28, fontname','Times New Roman")
39 ylabel('A (a.u.)','fontsize',28,'fontname','Times New Roman")

set (gca,'fontsize’,20,'fontname’,' Times New Roman',"ticklength’, [.020 .025])
41 saveas(figure(1),dark_figure)

43 Plot all the absorption spectra Vs wavelength

44 figure(2);plot(PREwavelength,PREabsorbance)

45 title({"\bfAbsorption spectra\rm'; sprintf(' %s ',Detailedname)}, fontsize',22,'fontname','Times New
46 Roman")

47 xlabel("\bfWavelength (\lambda)\rm','fontsize',22,'fontname', Times New Roman")

48 ylabel('\bfAbsorbance unit (A)\rm', fontsize',22, fontname',' Times New Roman')

49 h=legend(int2str(t*1076));set(h, fontsize',9, fontname', Times New Roman');

50 set(gca,'fontsize',12,' fontname’,'Times New Roman")

51 saveas(figure(2),absorbance_figure)

53 calculate the difference absorption spectra and their offsets for each time delay
54 for i=1:tps

55  diff(;,i)=PREabsorbance(:,i)-darkbefore;

56 end

57  diff FlatRegion(:,:)=diff(360:1024,:); %flat region (520-700nm) of spectra

58 offset=mean(diff_FlatRegion); %calculate the average offset for each spectra

59 for i=1:tps

60 if offset(i)<0

61 diff(:,i)=diff(:,i)+ abs(offset(i)); % adjust offset
62 end

63 if offset(i)>0

64 diff(:,i)=diff(:,i)- abs(offset(i)); % adjust offset
65 end

66 end

67

68 figure(3);plot(PREwavelength,diff)

69 title({"\bfDifference spectra\rm'; sprintf(' %s ',Detailedname)}, fontsize',22, fontname',' Times New
70 Roman')

71 xlabel('\lambda (nm)','fontsize',22, fontname',' Times New Roman')

72 ylabel("\DeltaA (a.u.)','fontsize',22,' fontname','Times New Roman')

73 h=legend(int2str(t*1076));set(h, fontsize',9);

74 set (gca,' fontsize', 16, fontname’, Times New Roman','ticklength’, [.020.025])

75 saveas(figure(3),Difference_abs_figure)

77 Obtain the absorption and difference spectra in the wavelength range from 400-500nm,
78 where large spectral changes occur

79 RangeSelection=360 % The number 360 corresponds to 550 nm

80 wavelength=PREwavelength(1:RangeSelection); % (400-550nm)

81 absorbance=PREabsorbance(1:RangeSelection,:);

82 darkbefore=absorbance(:,1); darkafter=absorbance(:,tps);

83 Diff=diff(1:RangeSelection,2:tps-1); % remove the dark before and after

84 figure(CCP4);plot(wavelength,Diff)

85 title({"\bfDifference Spectra\rm'; sprintf(’ %s ',Detailedname)},'fontsize',22, fontname', Times New
86 Roman")

87 xlabel('\bfWavelength \lambda\rm','fontsize',22,'fontname','Times New Roman")

88 ylabel("\bfAbsorbance unit\rm','fontsize',22,'fontname’,'Times New Roman")

89 h=legend(int2str(time*1076)); set(h, fontsize',9)
90

—
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91 Plot a time-trace of difference absorption spectra at a single wavelength such as 485 nm
92 DiffA_485nm = (diff(275,:))"; % The number 275 corresponds to 485 nm
93 Solution_22C = [time DiffA_485nm(2:tps-1)];
94 xlabel("\Deltat (s)','fontsize’,22,'fontname’,'Times New Roman');
95 ylabel("\DeltaA (a.u.)',' fontsize',22,'fontname’,' Times New Roman');
96 set (gca,'fontsize',16,' fontname’,'Times New Roman')
gg set(gca, XLim',[107-5 10],'XTick'logspace(-5,1,7))
99 save ('DiffA_485nm_Solu_22C.asc','Solution_22C', -ASCII")
100 save('DiffA_485nm_Solu_22C.mat','Solution_22C")
101
102 SVD calculation
103 [U,S,V]=svd(Dift,0);
104 figure(CCP4);plot(wavelength,U(:,1), r-', wavelength,U(:,2),'b-"); title({'\bfLeft singular vectors
105 (U)\rm ';sprintf(' %s ',Detailedname)},'fontsize',22, fontname', Times New Roman')
106 xlabel("\bfWavelength (\lambda)\rm','fontsize',22, fontname','Times New Roman")
107 ylabel('\bfISV\rm','fontsize',22, fontname', Times New Roman');

108 h=legend('1st1SV','2nd I1SV"); set(h,'fontsize',15,' fontname’,' Times New Roman')
109 set(gca, fontsize',12,'fontname’,' Times New Roman")

110 saveas(figure(4),LeftSingularValue)

111

112 figure(5);plot(diag(S), r-*");

113 h=legend('SVs");set(h, fontsize', 15, fontname’, Times New Roman'); title({'\bfSingular values
114 (S)\rm';sprintf(' %s ',Detailedname)}, fontsize',22,'fontname’,' Times New Roman');
115 set(gca, fontsize',12,'fontname’,'Times New Roman")

116 saveas(figure(5),SingularValue);

117

118 wrSv=v*s

119 figure(6);semilogx(time,wrSV(:,1), r* time,wrSV(:,2),' b* time,wrSV(:,3),'g*');

120 title({"\bfWeighted right singular vectors (V)\rm';sprintf(' %s

121 'Detailedname)}, fontsize',22,'fontname’, Times New Roman');

122 xlabel('\bfdelay time (s)\rm','fontsize',22, fontname', Times New Roman');

123 ylabel("\bfS"2*rSV\rm',' fontsize',22,'fontname’,'Times New Roman");

124 h=legend('1st wrSV','2nd wrSV",'3rd wrSV"); set(h,'fontsize',15, fontname','Times New Roman');
125 set(gca, fontsize',17,'fontname’,' Times New Roman');

126 set(gca,' XLim',[107-5 10],'XTick',logspace(-5,1,7), YLim',[-5 42])

127 saveas(figure(6),RightSingularValue)

128

129 save weighted S*rSVs for fitting routine Program.2

130 Three_wrSV=V*S(;,1:3); wrSV=sprintf('S.RSV_%s.mat',Detailedname)

131 save (wrSV, Three_ wrSV");

132 first_wrSV=Three_wrSV(:;1); firstrSVforGrace=[time first_wrSV]

133 save (FirRSVgrace, 'firstrSVforGrace', '-ASCII")
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5.4 Appendix D: Program 3 for thefitting of right singular vectorsusing a
sum of exponentials

This program globally fits the right singular vet@rSVS) using a sum of exponentials.
These rSVs were already calculated in phegram 2and used here as an input. As an
example code, it is shown how two significant rS3&m be fitted using a sum of two

exponentials.

Clear all; clc;

Load Matlab files generated from the first program (line 206-209. They contain right singular
vectors (rSVs) and employed time points.
loadDelay.tps_t222.T30C.W5s.24tps25us~2s.C35.L446nm460uj.mat;
loadS.RSV_t222.T30C.W5s.24tps25us~2s.C35.L446nm460uj.mat;

Detailedname ="t.222 30C" % Formatted output
FittedData=sprintf('Fit_ 2RSV.2tau_%s.tif',Detailedname);
observed=sprintf('Obs_3RSV_%s.asc',Detailedname);
calculated=sprintf('Cal_2RSV.2tau_%s.asc ',Detailedname);

Assign the varibles to the observed data

X=time; Y1=Three_wrSV(;1); Y2=Three_wrSV(:,2); Y3=Three_wrSV(:,3);
figure(1);semilogx(X,Y1,*r'",X,Y2,*b")

title(sprintf('Fitted Data %s ',Detailedname),'fontsize’,25,'fontname’,'Times New Roman')
xlabel("\Deltat (s)','fontsize’,22,'fontname’,'Times New Roman');
ylabel('s*rSV','fontsize’,22,'fontname’,' Times New Roman");
set(gca,'fontsize’,16,'fontname’,'"Times New Roman")

set(gca,'’XLim',[10”-5 10],'XTick', logspace(-5,1,7),'"YLim',[-1.3 5])

The command calls a function fun_2RSV_2tau that starts at the point x0 and finds a minimum
of the sum of squares of the functions. Calculate the new coefficients using LSQNONLIN.

[ A1 22 AO0A1A2BO0B1B2]
X0=[-.0021-.041.1.1.1-.1.1.1]"; % Initialization
Options = optimset('MaxIter',800,'MaxFunEvals',3000, 'TolFun',1e-10,'Algorithm’,'levenberg-
marquardt','TolX',1e-10);
[x,resnorm,residual,exitflag,output]=Isqnonlin(@fun_2RSV_2tau,X0,[],[],options,X,Y1,Y2);

v=axis;
line([abs(x(1)),abs(x(1))],[v(3),v(CCP4)], LineWidth',1,' LineStyle','-','MarkerSize',7,'color’,'k")
line([abs(x(2)),abs(x(2))],[v(3),v(CCP4)], LineWidth',1,'LineStyle','-','MarkerSize',7,'color’,'k")
RelaxationTimes=sprintf('tau_1 = %2.5fs = %2.1f ms\ntau_2 = %?2.2f s \nresnorm =
%2.3f",abs(x(1)),10"3.*abs(x(1)),abs(x(2)),resnorm)
h=text(v(1).*2,v(CCP4)*(0.4),RelaxationTimes); set(h,' fontname’,'Times New Roman',' fontsize',12);
sprintf('resnorm = %2.4f\nexitflag = %d\n',resnorm,exitflag)

Generate a large number of time points such as 200 within in the same time range in which 10
points are originally generated. With this, smooth plot can be generated.
nl=log10(13)-6; n2=log10(CCP4);
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SmoothTime=logspace(n1,n2,200); X=SmoothTime'; taul=x(1);tau2=x(2); i=3;
A0=x(i);A1=x(i+1);A2=x(i+2);B0=x(i+3);B1=x(i+4);B2=x(i+5);

Y1lcalc=A0 + Al.*exp(X./taul) + A2.*exp(X./tau2);

Y2calc=B0 + B1.*exp(X./taul) + B2.*exp(X./tau2);

Hold on; semilogx(X,Y1calc,'r',X,Y2calc,'b");

h=legend('1st wrSV','2nd wrSV");

set(h,'fontsize',12,'fontname’,'Times New Roman");
saveas(figure(1),FittedData); hold off

observed_ascii=[time Three_wrSV]; save (observed, 'observed_ascii', -ASCII")
Calculated_ascii=[X Y1calc Y2calc]; save (calculated, 'Calculated_ascii', -ASCII")

THE FUNCTION fun_2RSV_2tau to be called
This function is called by Isqnonlin in the main body of the program.1 X, Y1 and Y2 are the input
variables that are passed to the Isqnonlin. x is the output vector.

function diff = fun_2RSV_2tau(x,X,Y1,Y2)

taul=x(1);tau2=x(2);  i=3; A0=x(i);A1=x(i+1);A2=x(i+2);B0=x(i+3);B1=x(i+4);B2=x(i+5);
diff = abs(A0 + Al.*exp(X./taul) + A2.*exp(X./tau2) - Y1)+ abs(BO + B1.*exp(X./taul) +
B2.*exp(X./tau2) - Y2);
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5.5 Appendix E: A figure showing the relaxation times obtained from
time-resolved crystallography
The figure fromSchmid et al.,2013 showshe relaxation times obtained for PYP us
time+esolved crystallography different temperaturesThe temperature range is frc-
40 °C to 50 °CUpper panel show the rSVs from SVD analysistom the global fit o
these rSVs, theassociatedrelaxation times are calculated. Lowpanels sho the
concentration profiles obtained kinetic modeling.
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